**Algorithm Complexity Analysis**

<http://discrete.gr/complexity/>

**Introduction**

A lot of programmers that make some of the coolest and most useful software today, such as many of the stuff we see on the Internet or use daily, don't have a theoretical computer science background. They're still pretty awesome and creative programmers and we thank them for what they build.

However, theoretical computer science has its uses and applications and can turn out to be quite practical. In this article, targeted at programmers who know their art but who don't have any theoretical computer science background, I will present one of the most pragmatic tools of computer science: Big O notation and algorithm complexity analysis. As someone who has worked both in a computer science academic setting and in building production-level software in the industry, this is the tool I have found to be one of the truly useful ones in practice, so I hope after reading this article you can apply it in your own code to make it better. After reading this post, you should be able to understand all the common terms computer scientists use such as "big O", "asymptotic behavior" and "worst-case analysis".

This text is also targeted at the junior high school and high school students from Greece or anywhere else internationally competing in the [International Olympiad in Informatics](http://en.wikipedia.org/wiki/International_Olympiad_in_Informatics), an algorithms competition for students, or other similar competitions. As such, it does not have any mathematical prerequisites and will give you the background you need in order to continue studying algorithms with a firmer understanding of the theory behind them. As someone who used to compete in these student competitions, I highly advise you to read through this whole introductory material and try to fully understand it, because it will be necessary as you study algorithms and learn more advanced techniques.

I believe this text will be helpful for industry programmers who don't have too much experience with theoretical computer science (it is a fact that some of the most inspiring software engineers never went to college). But because it's also for students, it may at times sound a little bit like a textbook. In addition, some of the topics in this text may seem too obvious to you; for example, you may have seen them during your high school years. If you feel you understand them, you can skip them. Other sections go into a bit more depth and become slightly theoretical, as the students competing in this competition need to know more about theoretical algorithms than the average practitioner. But these things are still good to know and not tremendously hard to follow, so it's likely well worth your time. As the original text was targeted at high school students, no mathematical background is required, so anyone with some programming experience (i.e. if you know what recursion is) will be able to follow through without any problem.

Throughout this article, you will find various pointers that link you to interesting material often outside the scope of the topic under discussion. If you're an industry programmer, it's likely that you're familiar with most of these concepts. If you're a junior student participating in competitions, following those links will give you clues about other areas of computer science or software engineering that you may not have yet explored which you can look at to broaden your interests.

Big O notation and algorithm complexity analysis is something a lot of industry programmers and junior students alike find hard to understand, fear, or avoid altogether as useless. But it's not as hard or as theoretical as it may seem at first. Algorithm complexity is just a way to formally measure how fast a program or algorithm runs, so it really is quite pragmatic. Let's start by motivating the topic a little bit.

**Motivation**

We already know there are tools to measure how fast a program runs. There are programs called profilers which measure running time in milliseconds and can help us optimize our code by spotting bottlenecks. While this is a useful tool, it isn't really relevant to algorithm complexity. Algorithm complexity is something designed to compare two algorithms at the idea level — ignoring low-level details such as the implementation programming language, the hardware the algorithm runs on, or the instruction set of the given CPU. We want to compare algorithms in terms of just what they are: Ideas of how something is computed. Counting milliseconds won't help us in that. It's quite possible that a bad algorithm written in a low-level programming language such as [assembly](http://en.wikipedia.org/wiki/Assembly_language) runs much quicker than a good algorithm written in a high-level programming language such as[Python](http://www.python.org/) or [Ruby](http://www.ruby-lang.org/en/). So it's time to define what a "better algorithm" really is.

As algorithms are programs that perform just a computation, and not other things computers often do such as networking tasks or user input and output, complexity analysis allows us to measure how fast a program is when it performs computations. Examples of operations that are purely computational include numerical[floating-point operations](http://en.wikipedia.org/wiki/Floating_point) such as addition and multiplication; searching within a database that fits in RAM for a given value; determining the path an artificial-intelligence character will walk through in a video game so that they only have to walk a short distance within their virtual world (see **Figure 1**); or running a [regular expression](http://www.regular-expressions.info/)pattern match on a string. Clearly, computation is ubiquitous in computer programs.

Complexity analysis is also a tool that allows us to explain how an algorithm behaves as the input grows larger. If we feed it a different input, how will the algorithm behave? If our algorithm takes 1 second to run for an input of size 1000, how will it behave if I double the input size? Will it run just as fast, half as fast, or four times slower? In practical programming, this is important as it allows us to predict how our algorithm will behave when the input data becomes larger. For example, if we've made an algorithm for a web application that works well with 1000 users and measure its running time, using algorithm complexity analysis we can have a pretty good idea of what will happen once we get 2000 users instead. For algorithmic competitions, complexity analysis gives us insight about how long our code will run for the largest testcases that are used to test our program's correctness. So if we've measured our program's behavior for a small input, we can get a good idea of how it will behave for larger inputs. Let's start by a simple example: Finding the maximum element in an array.

**Counting instructions**

In this article, I'll use various programming languages for the examples. However, don't despair if you don't know a particular programming language. Since you know programming, you should be able to read the examples without any problem even if you aren't familiar with the programming language of choice, as they will be simple and I won't use any esoteric language features. If you're a student competing in algorithms competitions, you most likely work with [C++](http://www.cplusplus.com/doc/tutorial/), so you should have no problem following through. In that case I recommend working on the exercises using C++ for practice.

The maximum element in an array can be looked up using a simple piece of code such as this piece of [Javascript](http://www.quirksmode.org/js/intro.html) code. Given an input array A of size n:

var M = A[ 0 ];

for ( var i = 0; i < n; ++i ) {

if ( A[ i ] >= M ) {

M = A[ i ];

}

}

Now, the first thing we'll do is count how many fundamental instructions this piece of code executes. We will only do this once and it won't be necessary as we develop our theory, so bear with me for a few moments as we do this. As we analyze this piece of code, we want to break it up into simple instructions; things that can be executed by the CPU directly - or close to that. We'll assume our processor can execute the following operations as one instruction each:

* Assigning a value to a variable
* Looking up the value of a particular element in an array
* Comparing two values
* Incrementing a value
* Basic arithmetic operations such as addition and multiplication

We'll assume branching (the choice between if and else parts of code after the if condition has been evaluated) occurs instantly and won't count these instructions. In the above code, the first line of code is:

var M = A[ 0 ];

This requires 2 instructions: One for looking up A[ 0 ] and one for assigning the value to M (we're assuming that n is always at least 1). These two instructions are always required by the algorithm, regardless of the value of n. The for loop initialization code also has to always run. This gives us two more instructions; an assignment and a comparison:

i = 0;

i < n;

These will run before the first for loop iteration. After each for loop iteration, we need two more instructions to run, an increment of i and a comparison to check if we'll stay in the loop:

++i;

i < n;

So, if we ignore the loop body, the number of instructions this algorithm needs is 4 + 2n. That is, 4 instructions at the beginning of the for loop and 2 instructions at the end of each iteration of which we have n. We can now define a mathematical function f( n ) that, given an n, gives us the number of instructions the algorithm needs. For an empty for body, we have f( n ) = 4 + 2n.

**Worst-case analysis**

Now, looking at the for body, we have an array lookup operation and a comparison that happen always:

if ( A[ i ] >= M ) { ...

That's two instructions right there. But the if body may run or may not run, depending on what the array values actually are. If it happens to be so that A[ i ] >= M, then we'll run these two additional instructions — an array lookup and an assignment:

M = A[ i ]

But now we can't define an f( n ) as easily, because our number of instructions doesn't depend solely on n but also on our input. For example, for A = [ 1, 2, 3, 4 ] the algorithm will need more instructions than for A = [ 4, 3, 2, 1 ]. When analyzing algorithms, we often consider the worst-case scenario. What's the worst that can happen for our algorithm? When does our algorithm need the most instructions to complete? In this case, it is when we have an array in increasing order such as A = [ 1, 2, 3, 4 ]. In that case, M needs to be replaced every single time and so that yields the most instructions. Computer scientists have a fancy name for that and they call it worst-case analysis; that's nothing more than just considering the case when we're the most unlucky. So, in the worst case, we have 4 instructions to run within the for body, so we have f( n ) = 4 + 2n + 4n = 6n + 4. This function f, given a problem size n, gives us the number of instructions that would be needed in the worst-case.

**Asymptotic behavior**

Given such a function, we have a pretty good idea of how fast an algorithm is. However, as I promised, we won't be needing to go through the tedious task of counting instructions in our program. Besides, the number of actual CPU instructions needed for each programming language statement depends on the compiler of our programming language and on the available CPU instruction set (i.e. whether it's an AMD or an Intel Pentium on your PC, or a MIPS processor on your Playstation 2) and we said we'd be ignoring that. We'll now run our "f" function through a "filter" which will help us get rid of those minor details that computer scientists prefer to ignore.

In our function, 6n + 4, we have two terms: 6n and 4. In complexity analysis we only care about what happens to the instruction-counting function as the program input (n) grows large. This really goes along with the previous ideas of "worst-case scenario" behavior: We're interested in how our algorithm behaves when treated badly; when it's challenged to do something hard. Notice that this is really useful when comparing algorithms. If an algorithm beats another algorithm for a large input, it's most probably true that the faster algorithm remains faster when given an easier, smaller input. **From the terms that we are considering, we'll drop all the terms that grow slowly and only keep the ones that grow fast as n becomes larger.** Clearly 4 remains a 4 as n grows larger, but 6n grows larger and larger, so it tends to matter more and more for larger problems. Therefore, the first thing we will do is drop the 4 and keep the function as f( n ) = 6n.

This makes sense if you think about it, as the 4 is simply an "initialization constant". Different programming languages may require a different time to set up. For example, Java needs some time to initialize its [virtual machine](http://en.wikipedia.org/wiki/Java_virtual_machine). Since we're ignoring programming language differences, it only makes sense to ignore this value.

The second thing we'll ignore is the constant multiplier in front of n, and so our function will become f( n ) = n. As you can see this simplifies things quite a lot. Again, it makes some sense to drop this multiplicative constant if we think about how different programming languages compile. The "array lookup" statement in one language may compile to different instructions in different programming languages. For example, in C, doing A[ i ] does not include a check that i is within the declared array size, while in [Pascal](http://en.wikipedia.org/wiki/Pascal_(programming_language)) it does. So, the following Pascal code:

M := A[ i ]

Is the equivalent of the following in C:

if ( i >= 0 && i < n ) {

M = A[ i ];

}

So it's reasonable to expect that different programming languages will yield different factors when we count their instructions. In our example in which we are using a dumb compiler for Pascal that is oblivious of possible optimizations, Pascal requires 3 instructions for each array access instead of the 1 instruction C requires. Dropping this factor goes along the lines of ignoring the differences between particular programming languages and compilers and only analyzing the idea of the algorithm itself.

This filter of "dropping all factors" and of "keeping the largest growing term" as described above is what we call asymptotic behavior. So the asymptotic behavior of f( n ) = 2n + 8 is described by the function f( n ) = n. Mathematically speaking, what we're saying here is that we're interested in the limit of function f as n tends to infinity; but if you don't understand what that phrase formally means, don't worry, because this is all you need to know. (On a side note, in a strict mathematical setting, we would not be able to drop the constants in the limit; but for computer science purposes, we want to do that for the reasons described above.) Let's work a couple of examples to familiarize ourselves with the concept.

Let us find the asymptotic behavior of the following example functions by dropping the constant factors and by keeping the terms that grow the fastest.

f( n ) = 5n + 12 gives f( n ) = n.

By using the exact same reasoning as above.

f( n ) = 109 gives f( n ) = 1.

We're dropping the multiplier 109 \* 1, but we still have to put a 1 here to indicate that this function has a non-zero value.

f( n ) = n2 + 3n + 112 gives f( n ) = n2

Here, n2 grows larger than 3n for sufficiently large n, so we're keeping that.

f( n ) = n3 + 1999n + 1337 gives f( n ) = n3

Even though the factor in front of n is quite large, we can still find a large enough n so that n3 is bigger than 1999n. As we're interested in the behavior for very large values of n, we only keep n3 (See **Figure 2**).

f( n ) = n + ![sqrt( n )](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAAVBAMAAACnLJNvAAAAMFBMVEX///9iYmJQUFAEBAQMDAx0dHSKiorm5uYwMDC2trYiIiLMzMwWFhaenp5AQEAAAACZRFArAAAAAXRSTlMAQObYZgAAAK5JREFUGBljYIAAvv9gAOUx3IMxIPRpFC7vAxQu1wYU7gwUHsNqFC7nAhQuxwQGNgm2wOVQwV0MDKzM3QyPGBjYjwGFOhkYsvkTGPoYGKb6MDBwA7UW3GdgMAXKxE9g4LsApLUYuL8DKeYFDDVAiuEgA9OBAgYGpt8MuiDuTwaWAAGgWf/YDwB5vB8Y+MsDgIz3RQlAkrWBgU8QSDPsfwMi4YDrK5wJYnAaoHCROQCCGiZvZTAiNQAAAABJRU5ErkJggg==) gives f( n ) = n

This is so because n grows faster than ![sqrt( n )](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAAVBAMAAACnLJNvAAAAMFBMVEX///9iYmJQUFAEBAQMDAx0dHSKiorm5uYwMDC2trYiIiLMzMwWFhaenp5AQEAAAACZRFArAAAAAXRSTlMAQObYZgAAAK5JREFUGBljYIAAvv9gAOUx3IMxIPRpFC7vAxQu1wYU7gwUHsNqFC7nAhQuxwQGNgm2wOVQwV0MDKzM3QyPGBjYjwGFOhkYsvkTGPoYGKb6MDBwA7UW3GdgMAXKxE9g4LsApLUYuL8DKeYFDDVAiuEgA9OBAgYGpt8MuiDuTwaWAAGgWf/YDwB5vB8Y+MsDgIz3RQlAkrWBgU8QSDPsfwMi4YDrK5wJYnAaoHCROQCCGiZvZTAiNQAAAABJRU5ErkJggg==) as we increase n.

You can try out the following examples on your own:

**Complexity**

So what this is telling us is that since we can drop all these decorative constants, it's pretty easy to tell the asymptotic behavior of the instruction-counting function of a program. In fact, any program that doesn't have any loops will have f( n ) = 1, since the number of instructions it needs is just a constant (unless it uses recursion; see below). Any program with a single loop which goes from 1 to n will have f( n ) = n, since it will do a constant number of instructions before the loop, a constant number of instructions after the loop, and a constant number of instructions within the loop which all run n times.

This should now be much easier and less tedious than counting individual instructions, so let's take a look at a couple of examples to get familiar with this. The following [PHP](http://php.net/) program checks to see if a particular value exists within an array A of size n:

<?php

$exists = false;

for ( $i = 0; $i < n; ++$i ) {

if ( $A[ $i ] == $value ) {

$exists = true;

break;

}

}

?>

This method of searching for a value within an array is called linear search. This is a reasonable name, as this program has f( n ) = n (we'll define exactly what "linear" means in the next section). You may notice that there's a "break" statement here that may make the program terminate sooner, even after a single iteration. But recall that we're interested in the worst-case scenario, which for this program is for the array A to not contain the value. So we still have f( n ) = n.

Exercise 2

Systematically analyze the number of instructions the above PHP program needs with respect to n in the worst-case to find f( n ), similarly to how we analyzed our first Javascript program. Then verify that, asymptotically, we have f( n ) = n.

Let's look at a Python program which adds two array elements together to produce a sum which it stores in another variable:

v = a[ 0 ] + a[ 1 ]

Here we have a constant number of instructions, so we have f( n ) = 1.

The following program in C++ checks to see if a vector (a fancy array) named A of size n contains the same two values anywhere within it:

bool duplicate = false;

for ( int i = 0; i < n; ++i ) {

for ( int j = 0; j < n; ++j ) {

if ( i != j && A[ i ] == A[ j ] ) {

duplicate = true;

break;

}

}

if ( duplicate ) {

break;

}

}

As here we have two nested loops within each other, we'll have an asymptotic behavior described by f( n ) = n2.

**Rule of thumb**: Simple programs can be analyzed by counting the nested loops of the program. A single loop over n items yields f( n ) = n. A loop within a loop yields f( n ) = n2. A loop within a loop within a loop yields f( n ) = n3.

If we have a program that calls a function within a loop and we know the number of instructions the called function performs, it's easy to determine the number of instructions of the whole program. Indeed, let's take a look at this C example:

int i;

for ( i = 0; i < n; ++i ) {

f( n );

}

If we know that f( n ) is a function that performs exactly n instructions, we can then know that the number of instructions of the whole program is asymptotically n2, as the function is called exactly n times.

**Rule of thumb**: Given a series of for loops that are sequential, the slowest of them determines the asymptotic behavior of the program. Two nested loops followed by a single loop is asymptotically the same as the nested loops alone, because the nested loops dominate the simple loop.

Now, let's switch over to the fancy notation that computer scientists use. When we've figured out the exact such f asymptotically, we'll say that our program is Θ( f( n ) ). For example, the above programs are Θ( 1 ), Θ( n2 ) and Θ( n2 ) respectively. Θ( n ) is pronounced "theta of n". Sometimes we say that f( n ), the original function counting the instructions including the constants, is Θ( something ). For example, we may say that f( n ) = 2n is a function that is Θ( n ) — nothing new here. We can also write 2n ∈ Θ( n ), which is pronounced as "two n is theta of n". Don't get confused about this notation: All it's saying is that if we've counted the number of instructions a program needs and those are 2n, then the asymptotic behavior of our algorithm is described by n, which we found by dropping the constants. Given this notation, the following are some true mathematical statements:

1. n6 + 3n ∈ Θ( n6 )
2. 2n + 12 ∈ Θ( 2n )
3. 3n + 2n ∈ Θ( 3n )
4. nn + n ∈ Θ( nn )

By the way, if you solved Exercise 1 from above, these are exactly the answers you should have found.

**We call this function, i.e. what we put within Θ( here ), the time complexity or just complexity of our algorithm.** So an algorithm with Θ( n ) is of complexity n. We also have special names for Θ( 1 ), Θ( n ), Θ( n2 ) and Θ( log( n ) ) because they occur very often. We say that a Θ( 1 ) algorithm is a constant-time algorithm, Θ( n ) is linear, Θ( n2 ) is quadratic and Θ( log( n ) ) is logarithmic (don't worry if you don't know what logarithms are yet – we'll get to that in a minute).

**Rule of thumb**: Programs with a bigger Θ run slower than programs with a smaller Θ.

**Big-O notation**

Now, it's sometimes true that it will be hard to figure out exactly the behavior of an algorithm in this fashion as we did above, especially for more complex examples. However, we will be able to say that the behavior of our algorithm will never exceed a certain bound. This will make life easier for us, as we won't have to specify exactly how fast our algorithm runs, even when ignoring constants the way we did before. All we'll have to do is find a certain bound. This is explained easily with an example.

A famous problem computer scientists use for teaching algorithms is the sorting problem. In the sorting problem, an array A of size n is given (sounds familiar?) and we are asked to write a program that sorts this array. This problem is interesting because it is a pragmatic problem in real systems. For example, a file explorer needs to sort the files it displays by name so that the user can navigate them with ease. Or, as another example, a video game may need to sort the 3D objects displayed in the world based on their distance from the player's eye inside the virtual world in order to determine what is visible and what isn't, something called the [Visibility Problem](http://en.wikipedia.org/wiki/Hidden_surface_determination) (see **Figure 3**). The objects that turn out to be closest to the player are those visible, while those that are further may get hidden by the objects in front of them. Sorting is also interesting because there are many algorithms to solve it, some of which are worse than others. It's also an easy problem to define and to explain. So let's write a piece of code that sorts an array.

Here is an inefficient way to implement sorting an array in Ruby. (Of course, Ruby supports sorting arrays using build-in functions which you should use instead, and which are certainly faster than what we'll see here. But this is here for illustration purposes.)

b = []

n.times do

m = a[ 0 ]

mi = 0

a.each\_with\_index do |element, i|

if element < m

m = element

mi = i

end

end

a.delete\_at( mi )

b << m

end

This method is called [selection sort](http://en.wikipedia.org/wiki/Selection_sort). It finds the minimum of our array (the array is denoted a above, while the minimum value is denoted m and mi is its index), puts it at the end of a new array (in our case b), and removes it from the original array. Then it finds the minimum between the remaining values of our original array, appends that to our new array so that it now contains two elements, and removes it from our original array. It continues this process until all items have been removed from the original and have been inserted into the new array, which means that the array has been sorted. In this example, we can see that we have two nested loops. The outer loop runs n times, and the inner loop runs once for each element of the array a. While the array a initially has n items, we remove one array item in each iteration. So the inner loop repeats n times during the first iteration of the outer loop, then n - 1 times, then n - 2 times and so forth, until the last iteration of the outer loop during which it only runs once.

It's a little harder to evaluate the complexity of this program, as we'd have to figure out the sum 1 + 2 + ... + (n - 1) + n. But we can for sure find an "upper bound" for it. That is, we can alter our program (you can do that in your mind, not in the actual code) to make it **worse** than it is and then find the complexity of that new program that we derived. If we can find the complexity of the worse program that we've constructed, then we know that our original program is at most that bad, or maybe better. That way, if we find out a pretty good complexity for our altered program, which is worse than our original, we can know that our original program will have a pretty good complexity too – either as good as our altered program or even better.

Let's now think of the way to edit this example program to make it easier to figure out its complexity. But let's keep in mind that we can only make it worse, i.e. make it take up more instructions, so that our estimate is meaningful for our original program. Clearly we can alter the inner loop of the program to always repeat exactly n times instead of a varying number of times. Some of these repetitions will be useless, but it will help us analyze the complexity of the resulting algorithm. If we make this simple change, then the new algorithm that we've constructed is clearly Θ( n2 ), because we have two nested loops where each repeats exactly n times. If that is so, we say that the original algorithm is O( n2 ). O( n2 ) is pronounced "big oh of n squared". What this says is that our program is asymptotically no worse than n2. It may even be better than that, or it may be the same as that. By the way, if our program is indeed Θ( n2 ), we can still say that it's O( n2 ). To help you realize that, imagine altering the original program in a way that doesn't change it much, but still makes it a little worse, such as adding a meaningless instruction at the beginning of the program. Doing this will alter the instruction-counting function by a simple constant, which is ignored when it comes to asymptotic behavior. So a program that is Θ( n2 ) is also O( n2 ).

But a program that is O( n2 ) may not be Θ( n2 ). For example, any program that is Θ( n ) is also O( n2 ) in addition to being O( n ). If we imagine the that a Θ( n ) program is a simple forloop that repeats n times, we can make it worse by wrapping it in another for loop which repeats n times as well, thus producing a program with f( n ) = n2. To generalize this, any program that is Θ( a ) is O( b ) when b is worse than a. Notice that our alteration to the program doesn't need to give us a program that is actually meaningful or equivalent to our original program. It only needs to perform more instructions than the original for a given n. All we're using it for is counting instructions, not actually solving our problem.

So, saying that our program is O( n2 ) is being on the safe side: We've analyzed our algorithm, and we've found that it's never worse than n2. But it could be that it's in fact n2. This gives us a good estimate of how fast our program runs. Let's go through a few examples to help you familiarize yourself with this new notation.

You may be getting a little overwhelmed with all this new notation by now, but let's introduce just two more symbols before we move on to a few examples. These are easy now that you know Θ, O and o, and we won't use them much later in this article, but it's good to know them now that we're at it. In the example above, we modified our program to make it worse (i.e. taking more instructions and therefore more time) and created the O notation. O is meaningful because it tells us that our program will never be slower than a specific bound, and so it provides valuable information so that we can argue that our program is good enough. If we do the opposite and modify our program to make it **better** and find out the complexity of the resulting program, we use the notation Ω. Ω therefore gives us a complexity that we know our program won't be better than. This is useful if we want to prove that a program runs slowly or an algorithm is a bad one. This can be useful to argue that an algorithm is too slow to use in a particular case. For example, saying that an algorithm is Ω( n3 ) means that the algorithm isn't better than n3. It might be Θ( n3 ), as bad as Θ( n4 ) or even worse, but we know it's at least somewhat bad. So Ω gives us a lower bound for the complexity of our algorithm. Similarly to ο, we can write ω if we know that our bound isn't tight. For example, a Θ( n3 ) algorithm is ο( n4 ) and ω( n2 ). Ω( n ) is pronounced "big omega of n", while ω( n ) is pronounced "small omega of n".

The reason we use O and Ω instead of Θ even though O and Ω can also give tight bounds is that we may not be able to tell if a bound we've found is tight, or we may just not want to go through the process of scrutinizing it so much.

If you don't fully remember all the different symbols and their uses, don't worry about it too much right now. You can always come back and look them up. The most important symbols are O and Θ.

Also note that although Ω gives us a lower-bound behavior for our function (i.e. we've improved our program and made it perform less instructions) we're still referring to a "worst-case" analysis. This is because we're feeding our program the worst possible input for a given n and analyzing its behavior under this assumption.

The following table indicates the symbols we just introduced and their correspondence with the usual mathematical symbols of comparisons that we use for numbers. The reason we don't use the usual symbols here and use Greek letters instead is to point out that we're doing an asymptotic behavior comparison, not just a simple comparison.

| **Asymptotic comparison operator** | **Numeric comparison operator** |
| --- | --- |
| Our algorithm is **o**( something ) | A number is **<** something |
| Our algorithm is **O**( something ) | A number is **≤** something |
| Our algorithm is **Θ**( something ) | A number is **=** something |
| Our algorithm is **Ω**( something ) | A number is **≥** something |
| Our algorithm is **ω**( something ) | A number is **>** something |

**Rule of thumb**: While all the symbols O, o, Ω, ω and Θ are useful at times, O is the one used more commonly, as it's easier to determine than Θ and more practically useful than Ω.

Logarithms

If you know what logarithms are, feel free to skip this section. As a lot of people are unfamiliar with logarithms, or just haven't used them much recently and don't remember them, this section is here as an introduction for them. This text is also for younger students that haven't seen logarithms at school yet. Logarithms are important because they occur a lot when analyzing complexity. A logarithm is an operation applied to a number that makes it quite smaller – much like a square root of a number. So if there's one thing you want to remember about logarithms is that they take a number and make it much smaller than the original (See **Figure 4**). Now, in the same way that square roots are the inverse operation of squaring something, logarithms are the inverse operation of exponentiating something. This isn't as hard as it sounds. It's better explained with an example. Consider the equation:

2x = 1024

We now wish to solve this equation for x. So we ask ourselves: What is the number to which we must raise the base 2 so that we get 1024? That number is 10. Indeed, we have 210 = 1024, which is easy to verify. Logarithms help us denote this problem using new notation. In this case, 10 is the logarithm of 1024 and we write this as log( 1024 ) and we read it as "the logarithm of 1024". Because we're using 2 as a base, these logarithms are called base 2 logarithms. There are logarithms in other bases, but we'll only use base 2 logarithms in this article. If you're a student competing in international competitions and you don't know about logarithms, I highly recommend that you [practice your logarithms](http://tutorial.math.lamar.edu/Classes/Alg/LogFunctions.aspx) after completing this article. In computer science, base 2 logarithms are much more common than any other types of logarithms. This is because we often only have two different entities: 0 and 1. We also tend to cut down one big problem into halves, of which there are always two. So you only need to know about base-2 logarithms to continue with this article.

**Rule of thumb**: For competition algorithms implemented in C++, once you've analyzed your complexity, you can get a rough estimate of how fast your program will run by expecting it to perform about 1,000,000 operations per second, where the operations you count are given by the asymptotic behavior function describing your algorithm. For example, a Θ( n ) algorithm takes about a second to process the input for n = 1,000,000.

Recursive complexity

Let's now take a look at a recursive function. A recursive function is a function that calls itself. Can we analyze its complexity? The following function, written in Python, evaluates the [factorial](http://en.wikipedia.org/wiki/Factorial) of a given number. The factorial of a positive integer number is found by multiplying it with all the previous positive integers together. For example, the factorial of 5 is 5 \* 4 \* 3 \* 2 \* 1. We denote that "5!" and pronounce it "five factorial" (some people prefer to pronounce it by screaming it out aloud like "FIVE!!!")

def factorial( n ):

if n == 1:

return 1

return n \* factorial( n - 1 )

Let us analyze the complexity of this function. This function doesn't have any loops in it, but its complexity isn't constant either. What we need to do to find out its complexity is again to go about counting instructions. Clearly, if we pass some n to this function, it will execute itself n times. If you're unsure about that, run it "by hand" now for n = 5 to validate that it actually works. For example, for n = 5, it will execute 5 times, as it will keep decreasing n by 1 in each call. We can see therefore that this function is then Θ( n ).

If you're unsure about this fact, remember that you can always find the exact complexity by counting instructions. If you wish, you can now try to count the actual instructions performed by this function to find a function f( n ) and see that it's indeed linear (recall that linear means Θ( n )).

See **Figure 5** for a diagram to help you understand the recursions performed when factorial( 5 ) is called.

This should clear up why this function is of linear complexity.

**Logarithmic complexity**

One famous problem in computer science is that of searching for a value within an array. We solved this problem earlier for the general case. This problem becomes interesting if we have an array which is sorted and we want to find a given value within it. One method to do that is called binary search. We look at the middle element of our array: If we find it there, we're done. Otherwise, if the value we find there is bigger than the value we're looking for, we know that our element will be on the left part of the array. Otherwise, we know it'll be on the right part of the array. We can keep cutting these smaller arrays in halves until we have a single element to look at. Here's the method using pseudocode:

def binarySearch( A, n, value ):

if n = 1:

if A[ 0 ] = value:

return true

else:

return false

if value < A[ n / 2 ]:

return binarySearch( A[ 0...( n / 2 - 1 ) ], n / 2 - 1, value )

else if value > A[ n / 2 ]:

return binarySearch( A[ ( n / 2 + 1 )...n ], n / 2 - 1, value )

else:

return true

This pseudocode is a simplification of the actual implementation. In practice, this method is easier described than implemented, as the programmer needs to take care of some implementation issues. There are off-by-one errors and the division by 2 may not always produce an integer value and so it's necessary to floor() or ceil() the value. But we can assume for our purposes that it will always succeed, and we'll assume our actual implementation in fact takes care of the off-by-one errors, as we only want to analyze the complexity of this method. If you've never implemented binary search before, you may want to do this in your favourite programming language. It's a truly enlightening endeavor.

See **Figure 6** to help you understand the way binary search operates.

If you're unsure that this method actually works, take a moment now to run it by hand in a simple example and convince yourself that it actually works.

Let us now attempt to analyze this algorithm. Again, we have a recursive algorithm in this case. Let's assume, for simplicity, that the array is always cut in exactly a half, ignoring just now the + 1 and - 1 part in the recursive call. By now you should be convinced that a little change such as ignoring + 1 and - 1 won't affect our complexity results. This is a fact that we would normally have to prove if we wanted to be prudent from a mathematical point of view, but practically it is intuitively obvious. Let's assume that our array has a size that is an exact power of 2, for simplicity. Again this assumption doesn't change the final results of our complexity that we will arrive at. The worst-case scenario for this problem would happen when the value we're looking for does not occur in our array at all. In that case, we'd start with an array of size n in the first call of the recursion, then get an array of size n / 2 in the next call. Then we'll get an array of size n / 4 in the next recursive call, followed by an array of size n / 8 and so forth. In general, our array is split in half in every call, until we reach 1. So, let's write the number of elements in our array for every call:

0th iteration: n

1st iteration: n / 2

2nd iteration: n / 4

3rd iteration: n / 8

...

ith iteration: n / 2i

...

last iteration: 1

Notice that in the i-th iteration, our array has n / 2i elements. This is because in every iteration we're cutting our array into half, meaning we're dividing its number of elements by two. This translates to multiplying the denominator with a 2. If we do that i times, we get n / 2i. Now, this procedure continues and with every larger i we get a smaller number of elements until we reach the last iteration in which we have only 1 element left. If we wish to find i to see in what iteration this will take place, we have to solve the following equation:

1 = n / 2i

This will only be true when we have reached the final call to the binarySearch() function, not in the general case. So solving for i here will help us find in which iteration the recursion will finish. Multiplying both sides by 2i we get:

2i = n

Now, this equation should look familiar if you read the logarithms section above. Solving for i we have:

i = log( n )

This tells us that the number of iterations required to perform a binary search is log( n ) where n is the number of elements in the original array.

If you think about it, this makes some sense. For example, take n = 32, an array of 32 elements. How many times do we have to cut this in half to get only 1 element? We get: 32 → 16 → 8 → 4 → 2 → 1. We did this 5 times, which is the logarithm of 32. Therefore, the complexity of binary search is Θ( log( n ) ).

This last result allows us to compare binary search with linear search, our previous method. Clearly, as log( n ) is much smaller than n, it is reasonable to conclude that binary search is a much faster method to search within an array then linear search, so it may be advisable to keep our arrays sorted if we want to do many searches within them.

**Rule of thumb**: Improving the asymptotic running time of a program often tremendously increases its performance, much more than any smaller "technical" optimizations such as using a faster programming language.

Optimal sorting

**Congratulations.** You now know about analyzing the complexity of algorithms, asymptotic behavior of functions and big-O notation. You also know how to intuitively figure out that the complexity of an algorithm is O( 1 ), O( log( n ) ), O( n ), O( n2 ) and so forth. You know the symbols o, O, ω, Ω and Θ and what worst-case analysis means. If you've come this far, this tutorial has already served its purpose.

This final section is optional. It is a little more involved, so feel free to skip it if you feel overwhelmed by it. It will require you to focus and spend some moments working through the exercises. However, it will provide you with a very useful method in algorithm complexity analysis which can be very powerful, so it's certainly worth understanding.

We looked at a sorting implementation above called a selection sort. We mentioned that selection sort is not optimal. An optimal algorithm is an algorithm that solves a problem in the best possible way, meaning there are no better algorithms for this. This means that all other algorithms for solving the problem have a worse or equal complexity to that optimal algorithm. There may be many optimal algorithms for a problem that all share the same complexity. The sorting problem can be solved optimally in various ways. We can use the same idea as with binary search to sort quickly. This sorting method is called mergesort.

To perform a mergesort, we will first need to build a helper function that we will then use to do the actual sorting. We will make a merge function which takes two arrays that are both already sorted and merges them together into a big sorted array. This is easily done:

def merge( A, B ):

if empty( A ):

return B

if empty( B ):

return A

if A[ 0 ] < B[ 0 ]:

return concat( A[ 0 ], merge( A[ 1...A\_n ], B ) )

else:

return concat( B[ 0 ], merge( A, B[ 1...B\_n ] ) )

The concat function takes an item, the "head", and an array, the "tail", and builds up and returns a new array which contains the given "head" item as the first thing in the new array and the given "tail" item as the rest of the elements in the array. For example, concat( 3, [ 4, 5, 6 ] ) returns [ 3, 4, 5, 6 ]. We use A\_n and B\_n to denote the sizes of arrays A and B respectively.

Let's see what's going on here. Each circle represents a call to the mergeSort function. The number written in the circle indicates the size of the array that is being sorted. The top blue circle is the original call to mergeSort, where we get to sort an array of size n. The arrows indicate recursive calls made between functions. The original call to mergeSort makes two calls to mergeSort on two arrays, each of size n / 2. This is indicated by the two arrows at the top. In turn, each of these calls makes two calls of its own to mergeSort two arrays of size n / 4 each, and so forth until we arrive at arrays of size 1. This diagram is called a recursion tree, because it illustrates how the recursion behaves and looks like a tree (the root is at the top and the leaves are at the bottom, so in reality it looks like an inversed tree).

Notice that at each row in the above diagram, the total number of elements is n. To see this, take a look at each row individually. The first row contains only one call to mergeSort with an array of size n, so the total number of elements is n. The second row has two calls to mergeSort each of size n / 2. But n / 2 + n / 2 = n and so again in this row the total number of elements is n. In the third row, we have 4 calls each of which is applied on an n / 4-sized array, yielding a total number of elements equal to n / 4 + n / 4 + n / 4 + n / 4 = 4n / 4 = n. So again we get n elements. Now notice that at each row in this diagram the caller will have to perform a mergeoperation on the elements returned by the callees. For example, the circle indicated with red color has to sort n / 2 elements. To do this, it splits the n / 2-sized array into two n / 4-sized arrays, calls mergeSort recursively to sort those (these calls are the circles indicated with green color), then merges them together. This merge operation requires to merge n / 2 elements. At each row in our tree, the total number of elements merged is n. In the row that we just explored, our function merges n / 2 elements and the function on its right (which is in blue color) also has to merge n / 2 elements of its own. That yields n elements in total that need to be merged for the row we're looking at.

By this argument, the complexity for each row is Θ( n ). We know that the number of rows in this diagram, also called the depth of the recursion tree, will be log( n ). The reasoning for this is exactly the same as the one we used when analyzing the complexity of binary search. We have log( n ) rows and each of them is Θ( n ), therefore the complexity of mergeSort is Θ( n \* log( n ) ). This is much better than Θ( n2 ) which is what selection sort gave us (remember that log( n ) is much smaller than n, and so n \* log( n ) is much smaller than n \* n = n2). If this sounds complicated to you, don't worry: It's not easy the first time you see it. Revisit this section and reread about the arguments here after you implement mergesort in your favourite programming language and validate that it works.

As you saw in this last example, complexity analysis allows us to compare algorithms to see which one is better. Under these circumstances, we can now be pretty certain that merge sort will outperform selection sort for large arrays. This conclusion would be hard to draw if we didn't have the theoretical background of algorithm analysis that we developed. In practice, indeed sorting algorithms of running time Θ( n \* log( n ) ) are used. For example, [the Linux kernel uses a sorting algorithm called heapsort](http://lxr.free-electrons.com/source/lib/sort.c), which has the same running time as mergesort which we explored here, namely Θ( n log( n ) ) and so is optimal. Notice that we have not proven that these sorting algorithms are optimal. Doing this requires a slightly more involved mathematical argument, but rest assured that they can't get any better from a complexity point of view.

Having finished reading this tutorial, the intuition you developed for algorithm complexity analysis should be able to help you design faster programs and focus your optimization efforts on the things that really matter instead of the minor things that don't matter, letting you work more productively. In addition, the mathematical language and notation developed in this article such as big-O notation is helpful in communicating with other software engineers when you want to argue about the running time of algorithms, so hopefully you will be able to do that with your newly acquired knowledge.

<http://stackoverflow.com/questions/487258/plain-english-explanation-of-big-o>

The simplest definition I can give for Big-O notation is this:

**Big-O notation is a relative representation of the complexity of an algorithm.**

There are some important and deliberately chosen words in that sentence:

**relative:** you can only compare apples to apples. You can't compare an algorithm to do arithmetic multiplication to an algorithm that sorts a list of integers. But a comparison of two algorithms to do arithmetic operations (one multiplication, one addition) will tell you something meaningful;

**representation:** Big-O (in its simplest form) reduces the comparison between algorithms to a single variable. That variable is chosen based on observations or assumptions. For example, sorting algorithms are typically compared based on comparison operations (comparing two nodes to determine their relative ordering). This assumes that comparison is expensive. But what if comparison is cheap but swapping is expensive? It changes the comparison; and

**complexity:** if it takes me one second to sort 10,000 elements how long will it take me to sort one million? Complexity in this instance is a relative measure to something else.

Come back and reread the above when you've read the rest.

The best example of Big-O I can think of is doing arithmetic. Take two numbers (123456 and 789012). The basic arithmetic operations we learnt in school were:

addition;

subtraction;

multiplication; and

division.

Each of these is an operation or a problem. A method of solving these is called an **algorithm**.

Addition is the simplest. You line the numbers up (to the right) and add the digits in a column writing the last number of that addition in the result. The 'tens' part of that number is carried over to the next column.

Let's assume that the addition of these numbers is the most expensive operation in this algorithm. It stands to reason that to add these two numbers together we have to add together 6 digits (and possibly carry a 7th). If we add two 100 digit numbers together we have to do 100 additions. If we add two 10,000 digit numbers we have to do 10,000 additions.

See the pattern? The **complexity** (being the number of operations) is directly proportional to the number of digits *n* in the larger number. We call this **O(n)** or **linear complexity**.

Subtraction is similar (except you may need to borrow instead of carry).

Multiplication is different. You line the numbers up, take the first digit in the bottom number and multiply it in turn against each digit in the top number and so on through each digit. So to multiply our two 6 digit numbers we must do 36 multiplications. We may need to do as many as 10 or 11 column adds to get the end result too.

If we have two 100-digit numbers we need to do 10,000 multiplications and 200 adds. For two one million digit numbers we need to do one trillion (1012) multiplications and two million adds.

As the algorithm scales with n-*squared*, this is **O(n2)** or **quadratic complexity**. This is a good time to introduce another important concept:

**We only care about the most significant portion of complexity.**

The astute may have realized that we could express the number of operations as: n2 + 2n. But as you saw from our example with two numbers of a million digits apiece, the second term (2n) becomes insignificant (accounting for 0.0002% of the total operations by that stage).

One can notice that we've assumed the worst case scenario here. While multiplying 6 digit numbers if one of them is 4 digit and the other one is 6 digit, then we only have 24 multiplications. Still we calculate the worst case scenario for that 'n', i.e when both are 6 digit numbers. Hence Big-O notation is about the Worst-case scenario of an algorithm

**The Telephone Book**

The next best example I can think of is the telephone book, normally called the White Pages or similar but it'll vary from country to country. But I'm talking about the one that lists people by surname and then initials or first name, possibly address and then telephone numbers.

Now if you were instructing a computer to look up the phone number for "John Smith" in a telephone book that contains 1,000,000 names, what would you do? Ignoring the fact that you could guess how far in the S's started (let's assume you can't), what would you do?

A typical implementation might be to open up to the middle, take the 500,000th and compare it to "Smith". If it happens to be "Smith, John", we just got real lucky. Far more likely is that "John Smith" will be before or after that name. If it's after we then divide the last half of the phone book in half and repeat. If it's before then we divide the first half of the phone book in half and repeat. And so on.

This is called a **binary search** and is used every day in programming whether you realize it or not.

So if you want to find a name in a phone book of a million names you can actually find any name by doing this at most 20 times. In comparing search algorithms we decide that this comparison is our 'n'.

For a phone book of 3 names it takes 2 comparisons (at most).

For 7 it takes at most 3.

For 15 it takes 4.

…

For 1,000,000 it takes 20.

That is staggeringly good isn't it?

In Big-O terms this is **O(log n)** or **logarithmic complexity**. Now the logarithm in question could be ln (base e), log10, log2 or some other base. It doesn't matter it's still O(log n) just like O(2n2) and O(100n2) are still both O(n2).

It's worthwhile at this point to explain that Big O can be used to determine three cases with an algorithm:

**Best Case:** In the telephone book search, the best case is that we find the name in one comparison. This is **O(1)** or **constant complexity**;

**Expected Case:** As discussed above this is O(log n); and

**Worst Case:** This is also O(log n).

Normally we don't care about the best case. We're interested in the expected and worst case. Sometimes one or the other of these will be more important.

Back to the telephone book.

What if you have a phone number and want to find a name? The police have a reverse phone book but such look-ups are denied to the general public. Or are they? Technically you can reverse look-up a number in an ordinary phone book. How?

You start at the first name and compare the number. If it's a match, great, if not, you move on to the next. You have to do it this way because the phone book is **unordered** (by phone number anyway).

So to find a name:

**Best Case:** O(1);

**Expected Case:** O(n) (for 500,000); and

**Worst Case:** O(n) (for 1,000,000).

**The Travelling Salesman**

This is quite a famous problem in computer science and deserves a mention. In this problem you have N towns. Each of those towns is linked to 1 or more other towns by a road of a certain distance. The Travelling Salesman problem is to find the shortest tour that visits every town.

Sounds simple? Think again.

If you have 3 towns A, B and C with roads between all pairs then you could go:

* A → B → C
* A → C → B
* B → C → A
* B → A → C
* C → A → B
* C → B → A

Well actually there's less than that because some of these are equivalent (A → B → C and C → B → A are equivalent, for example, because they use the same roads, just in reverse).

In actuality there are 3 possibilities.

Take this to 4 towns and you have (iirc) 12 possibilities.

With 5 it's 60.

6 becomes 360.

This is a function of a mathematical operation called a **factorial**. Basically:

5! = 5 × 4 × 3 × 2 × 1 = 120

6! = 6 × 5 × 4 × 3 × 2 × 1 = 720

7! = 7 × 6 × 5 × 4 × 3 × 2 × 1 = 5040

…

25! = 25 × 24 × … × 2 × 1 = 15,511,210,043,330,985,984,000,000

…

50! = 50 × 49 × … × 2 × 1 = 3.04140932 × 1064

So the Big-O of the Travelling Salesman problem is **O(n!)** or **factorial or combinatorial complexity**.

**By the time you get to 200 towns there isn't enough time left in the universe to solve the problem with traditional computers.**

Something to think about.

**Polynomial Time**

Another point I wanted to make quick mention of is that any algorithm that has a complexity of O(na) is said to have polynomial complexity or is solvable in polynomial time.

Traditional computers can solve polynomial-time problems. Certain things are used in the world because of this. Public Key Cryptography is a prime example. It is computationally hard to find two prime factors of a very large number. If it wasn't, we couldn't use the public key systems we use.

Anyway, that's it for my (hopefully plain English) explanation of Big O (revised).

It shows how an algorithm scales.

**O(n2):**

* 1 item: 1 second
* 10 items: 100 seconds
* 100 items: 10000 seconds

Notice that the number of items increases by a factor of 10, but the time increases by a factor of 102. Basically, n=10 and so O(n2) gives us the scaling factor n2 which is 102.

**O(n):**

* 1 item: 1 second
* 10 items: 10 seconds
* 100 items: 100 seconds

This time the number of items increases by a factor of 10, and so does the time. n=10 and so O(n)'s scaling factor is 10.

**O(1):**

* 1 item: 1 second
* 10 items: 1 second
* 100 items: 1 second

The number of items is still increasing by a factor of 10, but the scaling factor of O(1) is always 1.

That's the gist of it. They reduce the maths down so it might not be exactly n2 or whatever they say it is, but that'll be the dominating factor in the scaling.

This is almost certainly confusing [Big O notation](http://en.wikipedia.org/wiki/Big_O_notation) (which is an upper bound) with Theta notation (which is both an upper and lower bound). In my experience this is actually typical of discussions in non-academic settings. Apologies for any confusion caused.

In one sentence: As the size of your job goes up, how much longer does it take to complete it?

Obviously that's only using "size" as the input and "time taken" as the output — the same idea applies if you want to talk about memory usage etc.

Here's an example where we have N T-shirts which we want to dry. We'll assume it's incredibly quick to get them in the drying position (i.e. the human interaction is negligible). That's not the case in real life, of course...

Using a washing line outside: assuming you have an infinitely large back yard, washing dries in O(1) time. However much you have of it, it'll get the same sun and fresh air, so the size doesn't affect the drying time.

Using a tumble dryer: you put 10 shirts in each load, and then they're done an hour later. (Ignore the actual numbers here — they're irrelevant.) So drying 50 shirts takes about 5 times as long as drying 10 shirts.

Putting everything in an airing cupboard: If we put everything in one big pile and just let general warmth do it, it will take a long time for the middle shirts to get dry. I wouldn't like to guess at the detail, but I suspect this is at least O(N^2) — as you increase the wash load, the drying time increases faster.

One important aspect of "big O" notation is that it doesn't say which algorithm will be faster for a given size. Take a hashtable (string key, integer value) vs an array of pairs (string, integer). Is it faster to find a key in the hashtable or an element in the array, based on a string? (i.e. for the array, "find the first element where the string part matches the given key.") Hashtables are generally amortised (~= "on average") O(1) — once they're set up, it should take about the same time to find an entry in a 100 entry table as in a 1,000,000 entry table. Finding an element in an array (based on content rather than index) is linear, i.e. O(N) — on average, you're going to have to look at half the entries.

Does this make a hashtable faster than an array for lookups? Not necessarily. If you've got a very small collection of entries, an array may well be faster — you may be able to check all the strings in the time that it takes to just calculate the hashcode of the one you're looking at. As the data set grows larger, however, the hashtable will eventually beat the array.

**Basics**

**for "sufficiently" large inputs...**

f(x) ∈ O(upperbound) means f "grows no faster than" upperbound

f(x) ∈ Ɵ(justlikethis) mean f "grows exactly like" justlikethis

f(x) ∈ Ω(lowerbound) means f "grows no slower than" lowerbound

big-O notation doesn't care about constant factors: the function 9x² is said to "grow exactly like"10x². Neither does big-O *asymptotic* notation care about *non-asymptotic* stuff ("stuff near the origin" or "what happens when the problem size is small"): the function 10x² is said to "grow exactly like" 10x² - x + 2.

Why would you want to ignore the smaller parts of the equation? Because they become completely dwarfed by the big parts of the equation as you consider larger and larger scales; their contribution becomes dwarfed and irrelevant. (See example section.)

Put another way, it's all about the **ratio**. *If you divide the actual time it takes by the O(...), you will get a constant factor in the limit of large inputs.* Intuitively this makes sense: functions "scale like" one another if you can multiply one to get the other. That is, when we say...

actualAlgorithmTime(N) ∈ O(bound(N))

e.g. "time to mergesort N elements

is O(N log(N))"

... this means that ***for "large enough" problem sizes N*** (if we ignore stuff near the origin), there exists some constant (e.g. 2.5, completely made up) such that:

actualAlgorithmTime(N) e.g. "mergesort\_duration(N) "

────────────────────── < constant ───────────────────── < 2.5

bound(N) N log(N)

There are many choices of constant; often the "best" choice is known as the "constant factor" of the algorithm... but we often ignore it like we ignore non-largest terms (see Constant Factors section for why they don't usually matter). You can also think of the above equation as a bound, saying "*In the worst-case scenario, the time it takes will never be worse than roughly N\*log(N), within a factor of 2.5 (a constant factor we don't care much about)*".

In general, O(...) is the most useful one because we often care about worst-case behavior. If f(x)represents something "bad" like processor or memory usage, then "f(x) ∈ O(upperbound)" means "upperbound is the worse-case scenario of processor/memory usage".

**Intuition**

This lets us make statements like...

"For large enough inputsize=N, and a constant

factor of 1, if I double the input size...

... I double the time it takes." ( O(N) )

... I quadruple the time it takes." ( O(N²) )

... I add 1 to the time it takes." ( O(log(N)) )

... I don't change the time it takes." ( O(1) )

Big O describes an upper limit on the growth behaviour of a function, for example the runtime of a program, when inputs become large.

Examples:

O(n): If I double the input size the runtime doubles

O(n2): If the input size doubles the runtime quadruples

O(log n): If the input size doubles the runtime increases by one

O(2n): If the input size increases by one, the runtime doubles

The input size is usually the space in bits needed to represent the input.

**Applications**

As a purely mathematical construct, big-O notation is not limited to talking about processing time and memory. You can use it to discuss the asymptotics of anything where scaling is meaningful, such as:

* the number of possibly handshakes among N people at a party (Ɵ(N²), specifically N(N-1)/2, but what matters is that it "scales like" N²)
* probabilistic expected number of people who have seen some viral marketing as a function of time
* how website latency scales with the number of processing units in a CPU or GPU or computer cluster
* how heat output scales on CPU dies as a function of transistor count, voltage, etc.

**Example**

For the handshake example, #handshakes ∈ Ɵ(N²). The number of handshakes is exactly n-choose-2 or (N²-N)/2 (each of N people shakes the hands of N-1 other people, but this double-counts handshakes so divide by 2). However, for very large numbers of people, the linear term N is dwarfed and effectively contributes 0 to the ratio. Therefore the scaling behavior is order N², or the number of handshakes "grows like N²".

#handshakes(N)

────────────── ≈ 1/2

N²

If you wanted to prove this to yourself, you could perform some simple algebra on the ratio to split it up into multiple terms (lim means "considered in the limit of", you can ignore it if it makes you feel better):

N²/2 - N/2 (N²)/2 N/2 1/2

lim ────────── = lim ( ────── - ─── ) = lim ─── = 1/2

N→∞ N² N→∞ N² N² N→∞ 1

┕━━━┙

this is 0 in the limit of N→∞:

graph it, or plug in a really large number for N

**Constant factors**

Usually we don't care what the specific constant factors are, because they don't affect the way the function grows. For example, two algorithm may both take O(N) time to complete, but one may be twice as slow as the other. We usually don't care too much unless the factor is very large, since optimizing is tricky business ( [When is optimisation premature?](http://stackoverflow.com/questions/385506/when-is-optimisation-premature) ); also the mere act of picking an algorithm with a better big-O will often improve performance by orders of magnitude.

Some asymptotically superior algorithms (e.g. a non-comparison O(N log(log(N))) sort) can have so large a constant factor (e.g. 100000\*N log(log(N))), or overhead that is relatively large like O(N log(log(N))) with a hidden + 100\*N, that they are rarely worth using even on "big data".

**Why O(N) is sometimes the best you can do, i.e. why we need datastructures**

O(N) algorithms are in some sense the "best" algorithms if you need to read all your data. The **very act of reading** a bunch of data is an O(N) operation. Loading it into memory is usually O(N) (or faster if you have hardware support, or no time at all if you've already read the data). However if you touch or even look at every piece of data (or even every other piece of data), your algorithm will takeO(N) time to perform this looking. Nomatter how long your actual algorithm takes, it will be at leastO(N) because it spent that time looking at all the data.

The same can be said for the **very act of writing**. For example, all algorithms which print out all permutations of a number N are O(N!) because the output is at least that long.

This motivates the use of **data structures**: a data structure requires reading the data only once (usuallyO(N) time), plus some arbitrary amount of preprocessing (e.g. O(N) or O(N log(N)) or O(N²)) which we try to keep small. Thereafter, modifying the data structure (insertions / deletions / etc.) and making queries on the data take very little time, such as O(1) or O(log(N)). You then proceed to make a large number of queries! In general, the more work you're willing to do ahead of time, the less work you'll have to do later on.

For example, say you had the latitude and longitude coordinates of millions of roads segments, and wanted to find all street intersections.

* Naive method: If you had the coordinates of a street intersection, and wanted to examine nearby streets, you would have to go through the millions of segments each time, and check each one for adjacency.
* If you only needed to do this once, it would not be a problem to have to do the naive method ofO(N) work only once, but if you want to do it many times (in this case, N times, once for each segment), we'd have to do O(N²) work, or 1000000²=1000000000000 operations. Not good (a modern computer can perform about a billion operations per second).
* If we use a simple structure called a hash table (an instant-speed lookup table, also known as a hashmap or dictionary), we pay a small cost by preprocessing everything in O(N) time. Thereafter, it only takes constant time on average to look up something by its key (in this case, our key is the latitude and longitude coordinates, rounded into a grid; we search the adjacent gridspaces of which there are only 9, which is a constant).
* Our task went from an infeasible O(N²) to a manageable O(N), and all we had to do was pay a minor cost to make a hash table.

The moral of the story: a data structure lets us speed up operations. Even more advanced data structures can let you combine, delay, or even ignore operations in incredibly clever ways, like leaving the equivalent of "to-do" notes at junctions in a tree.

**Amortized / average-case complexity**

There is also the concept of "amortized" or "average case". This is no more than using big-O notation for the expected value of a function, rather than the function itself. For example, some data structures may have a worse-case complexity of O(N) for a single operation, but guarantee that if you do many of these operations, the average-case complexity will be O(1).

**Multidimensional big-O**

Most of the time, people don't realize that there's more than one variable at work. For example, in a string-search algorithm, your algorithm may take time O([length of text] + [length of query]), i.e. it is linear in two variables like O(N+M). Other more naive algorithms may be O([length of text]\*[length of query]) or O(N\*M). Ignoring multiple variables is one of the most common oversights I see in algorithm analysis, and can handicap you when designing an algorithm.

**The whole story**

Keep in mind that big-O is not the whole story. You can drastically speed up some algorithms by using caching, making them cache-oblivious, avoiding bottlenecks by working with RAM instead of disk, using parallelization, or doing work ahead of time -- these techniques are often independent of the order-of-growth "big-O" notation, though you will often see the number of cores in the big-O notation of parallel algorithms.

Also keep in mind that due to hidden constraints of your program, you might not really care about asymptotic behavior. You may be working with a bounded number of values, for example:

* If you're sorting something like 5 elements, you don't want to use the speedy O(N log(N))quicksort; you want to use insertion sort, which happens to perform well on small inputs. These situations often comes up in divide-and-conquer algorithms, where you split up the problem into smaller and smaller subproblems, such as recursive sorting, fast Fourier transforms, or matrix multiplication.
* If some values are effectively bounded due to some hidden fact (e.g. the average human name is softly bounded at perhaps 40 letters, and human age is softly bounded at around 150). You can also impose bounds on your input to effectively make terms constant.

In practice, even among algorithms which have the same or similar asymptotic performance, their relative merit may actually be driven by other things, such as: other performance factors (quicksort and mergesort are both O(N log(N)), but quicksort takes advantage of CPU caches); non-performance considerations, like ease of implementation; whether a library is available, and how reputable and maintained the library is.

Many things can implicitly contribute to the running time's constant factor, such as whether you run your algorithm on a 500MHz computer vs 2GHz computer, whether your programming language is interpreted or using a JIT compiler, whether you are doing a constant amount of extra work in a critical section of code, etc. The effect may be small (e.g. 0.9x speed) or large (e.g. 0.01x speed) compared to a different implementation and/or environment. Do you switch languages to eek out that little extra constant factor of work? That literally depends on a hundred other reasons (necessity, skills, coworkers, programmer productivity, the monetary value of your time, familiarity, workarounds, why not assembly or GPU, etc...), which may be more important than performance.

The above issues, like programming language, are almost never considered as part of the constant factor (nor should they be); yet one should be aware of them, because sometimes (though rarely) they may not be constant. For example in cpython, the native priority queue implementation is asymptotically non-optimal (O(log(N)) rather than O(1) for your choice of insertion or find-min); do you use another implementation? Probably not, since the C implementation is probably faster, and there are probably other similar issues elsewhere. There are tradeoffs; sometimes they matter and sometimes they don't.

Math addenda

*For completeness, the precise definition of big-O notation is as follows: f(x) ∈ O(g(x)) means that "f is asymptotically upper-bounded by const\*g": ignoring everything below some finite value of x, there exists a constant such that |f(x)| ≤ const \* |g(x)|. (The other symbols are as follows: just likeO means ≤, Ω means ≥. There are lowercase variants: o means <, and ω means >.) f(x) ∈ Ɵ(g(x)) means both f(x) ∈ O(g(x)) and f(x) ∈ Ω(g(x)) (upper- and lower-bounded by g): there exists some constants such that f will always lie in the "band" between const1\*g(x) andconst2\*g(x). It is the strongest asymptotic statement you can make and roughly equivalent to ==. (Sorry, I elected to delay the mention of the absolute-value symbols until now, for clarity's sake; especially because I have never seen negative values come up in a computer science context.)*

*People will often use = O(...). It is technically more correct to use ∈ O(...). ∈ means "is an element of". O(N²) is actually an*equivalence class*, that is, it is a set of things which we consider to be the same. In this particular case, O(N²) contains elements like {2 N², 3 N², 1/2 N², 2 N² + log(N), - N² + N^1.9, ...} and is infinitely large, but it's still a set. People will know what you mean if you use = however. Additionally, it is often the case that in a casual setting, people will say O(...)when they mean Ɵ(...); this is technically true since the set of things Ɵ(exactlyThis) is a subset of O(noGreaterThanThis)... and it's easier to type. ;-)*

Big O notation is most commonly used by programmers as an approximate measure of how long a computation (algorithm) will take to complete expressed as a function of the size of the input set.

Big O is useful to compare how well two algorithms will scale up as the number of inputs is increased.

More precisely [Big O notation](http://en.wikipedia.org/wiki/Big_O_notation) is used to express the asymptotic behavior of a function. That means how the function behaves as it approaches infinity.

In many cases the "O" of an algorithm will fall into one of the following cases:

* **O(1)** - Time to complete is the same regardless of the size of input set. An example is accessing an array element by index.
* **O(Log N)** - Time to complete increases roughly in line with the log2(n). For example 1024 items takes roughly twice as long as 32 items, because Log2(1024) = 10 and Log2(32) = 5. An example is finding an item in a [binary search tree](http://en.wikipedia.org/wiki/Binary_search_tree) (BST).
* **O(N)** - Time to complete that scales linearly with the size of the input set. In other words if you double the number of items in the input set, the algorithm takes roughly twice as long. An example is counting the number of items in a linked list.
* **O(N Log N)** - Time to complete increases by the number of items times the result of Log2(N). An example of this is [heap sort](http://en.wikipedia.org/wiki/Heap_sort) and [quick sort](http://en.wikipedia.org/wiki/Quick_sort).
* **O(N^2)** - Time to complete is roughly equal to the square of the number of items. An example of this is [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort).
* **O(N!)** - Time to complete is the factorial of the input set. An example of this is the [traveling salesman problem brute-force solution](http://en.wikipedia.org/wiki/Travelling_salesman_problem).

Big O ignores factors that do not contribute in a meaningful way to the growth curve of a function as the input size increases towards infinity. This means that constants that are added to or multiplied by the function are simply ignored.

Big O is just a way to "Express" yourself in a common way, "How much time / space does it take to run my code?".

You may often see O(n), O(n^2), O(nlogn) and so forth, all these are just ways to show; How does an algorithm change?

O(n) means Big O is n, and now you might think, "What is n!?" Well "n" is the amount of elements. Imaging you want to search for an Item in an Array. You would have to look on Each element and as "Are you the correct element/item?" in the worst case, the item is at the last index, which means that it took as much time as there are items in the list, so to be generic, we say "oh hey, n is a fair given amount of values!".

So then you might understand what "n^2" means, but to be even more specific, play with the thought you have a simple, the simpliest of the sorting algorithms; bubblesort. This algorithm needs to look through the whole list, for each item.

My list

1

6

3

The flow here would be:

Compare 1 and 6, which is biggest? Ok 6 is in the right position, moving forward!

Compare 6 and 3, oh, 3 is less! Let's move that, Ok the list changed, we need to start from the begining now!

This is O n^2 because, you need to look at all items in the list there are "n" items. For each item, you look at all items once more, for comparing, this is also "n", so for every item, you look "n" times meaning n\*n = n^2

I hope this is as simple as you want it.

But remember, Big O is just a way to experss yourself in the manner of time and space.

**Big O describes the fundamental scaling nature of an algorithm.**

There is a lot of information that Big O does not tell you about a given algorithm. It cuts to the bone and gives only information about the scaling nature of an algorithm, specifically how the resource use (think time or memory) of an algorithm scales in response to the "input size".

Consider the difference between a steam engine and a rocket. They are not merely different varieties of the same thing (as, say, a Prius engine vs. a Lamborghini engine) but they are dramatically different kinds of propulsion systems, at their core. A steam engine may be faster than a toy rocket, but no steam piston engine will be able to achieve the speeds of an orbital launch vehicle. This is because these systems have different scaling characteristics with regards to the relation of fuel required ("resource usage") to reach a given speed ("input size").

Why is this so important? Because software deals with problems that may differ in size by factors up to a trillion. Consider that for a moment. The ratio between the speed necessary to travel to the Moon and human walking speed is less than 10,000:1, and that is absolutely tiny compared to the range in input sizes software may face. And because software may face an astronomical range in input sizes there is the potential for the Big O complexity of an algorithm, it's fundamental scaling nature, to trump any implementation details.

Consider the canonical sorting example. Bubble-sort is O(n^2) while merge-sort is O(n log n). Let's say you have two sorting applications, application A which uses bubble-sort and application B which uses merge-sort, and let's say that for input sizes of around 30 elements application A is 1,000x faster than application B at sorting. If you never have to sort much more than 30 elements then it's obvious that you should prefer application A, as it is much faster at these input sizes. However, if you find that you may have to sort ten million items then what you'd expect is that application B actually ends up being thousands of times faster than application A in this case, entirely due to the way each algorithm scales.

**A Plain English Explanation of the *Need* for Big-O Notation:**

When we program, we are trying to solve a problem. What we code is called an algorithm. Big O notation allows us to compare the worse case performance of our algorithms in a standardized way. Hardware specs vary over time and improvements in hardware can reduce the time it takes an algorithms to run. But replacing the hardware does not mean our algorithm is any better or improved over time, as our algorithm is still the same. So in order to allow us to compare different algorithms, to determine if one is better or not, we use Big O notation.

**A Plain English Explanation of *What* Big O Notation is:**

Not all algorithms run in the same amount of time, and can vary based on the number of items in the input, which we'll call *n*. Based on this, we consider the worse case analysis, or an upper-bound of the run-time as *n* get larger and larger. We must be aware of what *n* is, because many of the Big O notations reference it.

It is very difficult to measure the speed of software programs, and when we try, the answers can be very complex and filled with exceptions and special cases. This is a big problem, because all those exceptions and special cases are distracting and unhelpful when we want to compare two different programs with one another to find out which is "fastest".

As a result of all this unhelpful complexity, people try to describe the speed of software programs using the smallest and least complex (mathematical) expressions possible. These expressions are very very crude approximations: Although, with a bit of luck, they will capture the "essence" of whether a piece of software is fast or slow.

Because they are approximations, we use the letter "O" (Big Oh) in the expression, as a convention to signal to the reader that we are making a gross oversimplification. (And to make sure that nobody mistakenly thinks that the expression is in any way accurate).

If you read the "Oh" as meaning "on the order of" or "approximately" you will not go too far wrong. (I think the choice of the Big-Oh might have been an attempt at humour).

The only thing that these "Big-Oh" expressions try to do is to describe how much the software slows down as we increase the amount of data that the software has to process. If we double the amount of data that needs to be processed, does the software need twice as long to finish it's work? Ten times as long? In practice, there are a very limited number of big-Oh expressions that you will encounter and need to worry about:

The good:

* O(1) **Constant**: The program takes the same time to run no matter how big the input is.
* O(log n) **Logarithmic**: The program run-time increases only slowly, even with big increases in the size of the input.

The bad:

* O(n) **Linear**: The program run-time increases proportionally to the size of the input.
* O(n^k) **Polynomial**: - Processing time grows faster and faster - as a polynomial function - as the size of the input increases.

... and the ugly:

* O(k^n) **Exponential** The program run-time increases very quickly with even moderate increases in the size of the problem - it is only practical to process small data sets with exponential algorithms.
* O(n!) **Factorial** The program run-time will be longer than you can afford to wait for anything but the very smallest and most trivial-seeming datasets.

A Beginner’s Guide to Big O Notation

Big O notation is used in Computer Science to describe the performance or complexity of an algorithm. Big O specifically describes the **worst-case** scenario, and can be used to describe the execution time required or the space used (e.g. in memory or on disk) by an algorithm.

Anyone who’s read Programming Pearls or any other Computer Science books and doesn’t have a grounding in Mathematics will have hit a wall when they reached chapters that mention O(N log N) or other seemingly crazy syntax. Hopefully this article will help you gain an understanding of the basics of Big O and Logarithms.

As a programmer first and a mathematician second (or maybe third or fourth) I found the best way to understand Big O thoroughly was to produce some examples in code. So, below are some common orders of growth along with descriptions and examples where possible.

O(1)

O(1) describes an algorithm that will always execute in the same time (or space) regardless of the size of the input data set.

bool IsFirstElementNull(String[] strings)

{

if(strings[0] == null)

{

return true;

}

return false;

}

O(N)

O(N) describes an algorithm whose performance will grow linearly and in direct proportion to the size of the input data set. The example below also demonstrates how Big O favours the worst-case performance scenario; a matching string could be found during any iteration of the for loop and the function would return early, but Big O notation will always assume the upper limit where the algorithm will perform the maximum number of iterations.

bool ContainsValue(String[] strings, String value)

{

for(int i = 0; i < strings.Length; i++)

{

if(strings[i] == value)

{

return true;

}

}

return false;

}

O(N2)

O(N2) represents an algorithm whose performance is directly proportional to the square of the size of the input data set. This is common with algorithms that involve nested iterations over the data set. Deeper nested iterations will result in O(N3), O(N4) etc.

bool ContainsDuplicates(String[] strings)

{

for(int i = 0; i < strings.Length; i++)

{

for(int j = 0; j < strings.Length; j++)

{

if(i == j) // Don't compare with self

{

continue;

}

if(strings[i] == strings[j])

{

return true;

}

}

}

return false;

}

O(2N)

O(2N) denotes an algorithm whose growth will double with each additional element in the input data set. The execution time of an O(2N) function will quickly become very large.

Logarithms

Logarithms are slightly trickier to explain so I’ll use a common example:

[Binary search](http://en.wikipedia.org/wiki/Binary_search) is a technique used to search sorted data sets. It works by selecting the middle element of the data set, essentially the median, and compares it against a target value. If the values match it will return success. If the target value is higher than the value of the probe element it will take the upper half of the data set and perform the same operation against it. Likewise, if the target value is lower than the value of the probe element it will perform the operation against the lower half. It will continue to halve the data set with each iteration until the value has been found or until it can no longer split the data set.

This type of algorithm is described as **O(log N)**. The iterative halving of data sets described in the binary search example produces a growth curve that peaks at the beginning and slowly flattens out as the size of the data sets increase e.g. an input data set containing 10 items takes one second to complete, a data set containing 100 items takes two seconds, and a data set containing 1000 items will take three seconds. Doubling the size of the input data set has little effect on its growth as after a single iteration of the algorithm the data set will be halved and therefore on a par with an input data set half the size. This makes algorithms like binary search extremely efficient when dealing with large data sets.

**What is order notation (or Big "O" notation)?**

    Order notation, or Big "O" notation, is a measure of the running time of an algorithm, as it relates to the size of the input to that algorithm.  It is intended, not to measure the performance of the machine on which the algorithm is run, but rather to strictly measure the performance of the algorithm itself.   Thus, since different machines can vary in their speeds by some constant factor, we remove all constant factors from consideration when we talk about order notation.  For example O(2) and O(1) are considered to be the same.  Similarly, O(n) is the same as O(2n), and the same as O(100n)

**Some polynomial running times**

**O(1)**   
    An algorithm with this running time is said to have "constant" running time.  Basically, this means the algorithm always take about the same amount of time, regardless of the size of the input.  To state it technically, if an algorithm will never perform more than a certain number of steps, no matter how large the input gets, then that algorithm is considered to have a constant running time.  For example, an algorithm which consists of performing exactly 7 multiplication's has a constant running time.  An algorithm which always finishes in under a year has a constant running time.  Although constant time is the best running time an algorithm can have, that algorithm could still be considered bad if the total amount of time to run the algorithm were too large, perhaps because there were many complex or unnecessary steps in the algorithm.   
    Some examples of O(1) algorithms include: inserting an element onto the front of a linked list, popping from or pushing onto a stack, and retrieving the nth element of an array.

**O(n)**   
    An algorithm which runs in O(n) is said to have a "linear" running time.  This basically means that the amount of time to run the algorithm is proportional to the size of the input.  To be technical, an algorithm which never performs more than certain number of steps for each element in the input has a linear running time.  For example, an algorithm which sums the total of a list of numbers has a linear running time, because the number of additions required is the same as the number of elements (thus there is 1 addition for every element).   
    Some examples of O(n) algorithms include searching through an unordered list, incrementing every element of an array, and calculating fibonacci numbers using dynamic programming.  There is also a clever way to find the median element of a list in linear time.

**O(n2)**   
    An algorithm with this running time is said to have "quadratic" running time.  This means that whenever you increase the size of the input by a factor of n, the running time increases by a factor of n2.  For example, if you double the size of the input of a quadratic algorithm, then the running time will quadruple.   
  Some sorting algorithms, such as insertion sort and bubble sort, have quadratic running times.

**O(lgn)**   
    An algorithm with O(lgn) running time is said to have "logarithmic" running time.  This means that as the size of the input increases by a factor of n, the running time increases by a factor of the logarithm of n.  For example, if you increase the input size of a O(lgn) algorithm by a factor of 1024, the running time will increase by a factor of 10.  This running time is better than O(n), but not as good as O(1).  As the input size gets large, however, the behavior becomes comparable to O(1) in many circumstances.   
    Algorithms which search through ordered lists or binary trees, as well as operations on heaps generally have logarithmic running times.

**O(nlgn)**   
    An algorithm which has this order, will in increase in running time proportionate to the size of the input times the logarithm of the size of the input.  Technically speaking, an algorithm which when given an input of size n never performs more than cnlgn steps (for some c which is always the same regardless of the value of n) has a running time of O(nlgn).  This running time is better than O(n2) but not quite as good as O(n).   
    The fastest sorting algorithms, including mergesort and quicksort, have O(nlgn) running times

**Worse than polynomial running times**

**O(2n)**   
    An algorithm with this running time is said to be "exponential".  This means that its running time will double every time you add another element to the input.  An algorithm with this running time is generally considered to be too slow to be useful for anything but the smallest of problems.  For example, an O(2n) algorithm which takes an input with 30 elements may need to perform as many as 1 billion steps.  If the input has 40 elements then the 1 trillion steps may be necessary.  No computer in the world can do this in a reasonable amount of time.

**O(n!)**   
    An algorithm with this running time is said to be "factorial".  This is worse than exponential.  This means that if the algorithms take an input of size n, the total time will be proportional to n\*(n-1)\*(n-2)\*...\*2\*1.  For example, if an algorithm with this running time were to take 8 elements in its input, the number of steps would be proportional to 8\*7\*6\*5\*4\*3\*2\*1 = 40320.  When the input size reaches 15, the number of steps may exceed 1 trillion.  An example of a factorial algorithm is one that calculates fibonacci numbers recursively.

**O(nn)**   
    This running time is even worse than factorial.  An algorithm with this running time which takes 10 elements of input may need to perform 10 billion steps.

**Almost constant running times**

**O(lg\*n)**   
    This running time is called "log-star" time.  The log-star function calculates how many times you would need to take the log of n before you would go below 2.  For example: lg\*4 = 2,  lg\*16=3, lg\*65536=4. lg\* 1000000000000000 < 5.  This function grows so slowly, that for all practical purposes it may be considered constant.  Technically it is not constant, but no computer in the world can store enough data to cause the total running time to increase more than a factor of 5 of the total running time which the algorithm takes when the input has just 2 elements.

**O((m,n))**   
    This function, which is called the inverse of Ackerman's function, performs similarly to the log-star function.  If m=2 then this is equivalent to the log-star function, and if m>2 then this grows even more slowly.   
  

**Binary Search Tree(BST)**

In computer science, a binary search tree (BST), sometimes also called an ordered or sorted binary tree, is a node-based binary tree data structure which has the following properties

The left subtree of a node contains only nodes with keys less than the node's key.

The right subtree of a node contains only nodes with keys greater than the node's key.

The left and right subtree each must also be a binary search tree.

There must be no duplicate nodes.

Generally, the information represented by each node is a record rather than a single data element. However, for sequencing purposes, nodes are compared according to their keys rather than any part of their associated records.

The major advantage of binary search trees over other data structures is that the related sorting algorithms and search algorithms such as in-order traversal can be very efficient.

Binary search trees are a fundamental data structure used to construct more abstract data structures such as sets, multisets, and associative arrays.

Binary search tree

Type Tree

Time complexity

**in big O notation**

**Average Worst case**

**Space O(n) O(n)**

**Search O(log n) O(n)**

**Insert O(log n) O(n)**

**Delete O(log n) O(n)**

**Event Dispatch Thread**

Swing event handling code runs on a special thread known as the event dispatch thread. Most code that invokes Swing methods also runs on this thread. This is necessary because most Swing object methods are not "thread safe": invoking them from multiple threads risks thread interference or memory consistency errors.

he EventDispatching thread is a special thread that is managed by the AWT. Basically it is a thread that runs in an infinite loop processing event. The java.awt.EventQueue.invokeLater method is a special way to provide some code that will run on the event queue. Writing a ui framework that is safe in a multithreading environment is very difficult so the AWT authors decided that they would only allow operations on GUI objects to occur on a single special thread. All event handlers will execute on this thread and all code that modifies the gui should also operate on this thread.

Now the AWT does not usually check that you are not issues gui commands from another thread (The WPF framework for C# does do this). so it is possible to write a lot of code and be pretty much agnostic to this and not run into any problems. But this can lead to undefined behavior so the best thing to do is to always ensure that gui code runs on the event dispatcher thread. invokeLater provides a mechanism to do this.

So a classic example is that you need to run a long running operation like downloading a file. So you launch a thread to perform this action then when it is completed you will use invokeLater to update the UI. If you didn't use invokeLater and instead you just updated the ui directly you might have a race condition and undefined behavior could occur.

The event dispatching thread (EDT) is a background thread used in Java to process events from the Abstract Window Toolkit (AWT) graphical user interface event queue. These events are primarily update events that cause user interface components to redraw themselves, or input events from input devices such as the mouse or keyboard. The AWT uses a single-threaded painting model in which all screen updates must be performed from a single thread. The event dispatching thread is the only valid thread to update the visual state of visible user interface components. Updating visible components from other threads is the source of many common bugs in Java programs that use Swing.

The event dispatching thread (EDT) is a background thread used in Java to process events from the Abstract Window Toolkit (AWT) graphical user interface event queue. These events are primarily update events that cause user interface components to redraw themselves, or input events from input devices such as the mouse or keyboard. The AWT uses a single-threaded painting model in which all screen updates must be performed from a single thread. The event dispatching thread is the only valid thread to update the visual state of visible user interface components.

**Difference between newFixedThreadPool and newCachedThreadPool**

**newFixedThreadPool**

Creates a thread pool that reuses a fixed number of threads operating off a shared unbounded queue. At any point, at most nThreads threads will be active processing tasks. If additional tasks are submitted when all threads are active, they will wait in the queue until a thread is available. If any thread terminates due to a failure during execution prior to shutdown, a new one will take its place if needed to execute subsequent tasks. The threads in the pool will exist until it is explicitly shutdown.

**newCachedThreadPool**

Creates a thread pool that creates new threads as needed, but will reuse previously constructed threads when they are available. These pools will typically improve the performance of programs that execute many short-lived asynchronous tasks. Calls to execute will reuse previously constructed threads if available. If no existing thread is available, a new thread will be created and added to the pool. Threads that have not been used for sixty seconds are terminated and removed from the cache. Thus, a pool that remains idle for long enough will not consume any resources. Note that pools with similar properties but different details (for example, timeout parameters) may be created using ThreadPoolExecutor constructors.

In terms of resources, the newFixedThreadPool will keep all the threads running until they are explicitly terminated. In the newCachedThreadPool Threads that have not been used for sixty seconds are terminated and removed from the cache.

Given this, the resource consumption will depend very much in the situation. For instance, If you have a huge number of long running tasks I would suggest the FixedThreadPool. As for the CachedThreadPool, the docs say that "These pools will typically improve the performance of programs that execute many short-lived asynchronous tasks".

**Algorithms: Big-Oh Notation**

How time and space grow as the amount of data increases

It's useful to estimate the cpu or memory resources an algorithm requires. This "complexity analysis" attempts to characterize the relationship between the number of data elements and resource usage (time or space) with a simple formula approximation. Many programmers have had ugly surprises when they moved from small test data to large data sets. This analysis will make you aware of potential problems.

Dominant Term

Big-Oh (the "O" stands for "order of") notation is concerned with what happens for very large values of N, therefore only the largest term in a polynomial is needed. All smaller terms are dropped.

For example, the number of operations in some sorts is N2 - N. For large values of N, the single N term is insignificant compared to N2, therefore one of these sorts would be described as an O(N2) algorithm.

Similarly, constant multipliers are ignored. So a O(4\*N) algorithm is equivalent to O(N), which is how it should be written. Ultimately you want to pay attention to these multipliers in determining the performance, but for the first round of analysis using Big-Oh, you simply ignore constant factors.

Why Size Matters

Here is a table of typical cases, showing how many "operations" would be performed for various values of N. Logarithms to base 2 (as used here) are proportional to logarithms in other base, so this doesn't affect the big-oh formula.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | constant | logarithmic | linear |  | quadratic | cubic |
| n | O(1) | O(log N) | O(N) | O(N log N) | O(N2) | O(N3) |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 2 | 2 | 4 | 8 |
| 4 | 1 | 2 | 4 | 8 | 16 | 64 |
| 8 | 1 | 3 | 8 | 24 | 64 | 512 |
| 16 | 1 | 4 | 16 | 64 | 256 | 4,096 |
| 1,024 | 1 | 10 | 1,024 | 10,240 | 1,048,576 | 1,073,741,824 |
| 1,048,576 | 1 | 20 | 1,048,576 | 20,971,520 | 1012 | 1016 |

Does anyone really have that much data?

It's quite common. For example, it's hard to find a digital camera that that has fewer than a million pixels (1 mega-pixel). These images are processed and displayed on the screen. The algorithms that do this had better not be O(N2)! If it took one microsecond (1 millionth of a second) to process each pixel, an O(N2) algorithm would take more than a week to finish processing a 1 megapixel image, and more than three months to process a 3 megapixel image (note the rate of increase is definitely not linear).

Another example is sound. CD audio samples are 16 bits, sampled 44,100 times per second for each of two channels. A typical 3 minute song consists of about 8 million data points. You had better choose the write algorithm to process this data.

A dictionary I've used for text analysis has about 125,000 entries. There's a big difference between a linear O(N), binary O(log N), or hash O(1) search.

Best, worst, and average cases

You should be clear about which cases big-oh notation describes. By default it usually refers to the average case, using random data. However, the characteristics for best, worst, and average cases can be very different, and the use of non-random data (often more realistic) data can have a big effect on some algorithms.

Why big-oh notation isn't always useful

Complexity analysis can be very useful, but there are problems with it too.

Too hard to analyze. Many algorithms are simply too hard to analyze mathematically.

Average case unknown. There may not be sufficient information to know what the most important "average" case really is, therefore analysis is impossible.

Unknown constant. Both walking and traveling at the speed of light have a time-as-function-of-distance big-oh complexity of O(N). Altho they have the same big-oh characteristics, one is rather faster than the other. Big-oh analysis only tells you how it grows with the size of the problem, not how efficient it is.

Small data sets. If there are no large amounts of data, algorithm efficiency may not be important.

Benchmarks are better

Big-oh notation can give very good ideas about performance for large amounts of data, but the only real way to know for sure is to actually try it with large data sets. There may be performance issues that are not taken into account by big-oh notation, eg, the effect on paging as virtual memory usage grows. Although benchmarks are better, they aren't feasible during the design process, so Big-Oh complexity analysis is the choice.

Typical big-oh values for common algorithms Searching

Here is a table of typical cases.

|  |  |  |
| --- | --- | --- |
| Type of Search | Big-Oh | Comments |
| Linear search array/ArrayList/LinkedList | O(N) |  |
| Binary search sorted array/ArrayList | O(log N) | Requires sorted data. |
| Search balanced tree | O(log N) |  |
| Search hash table | O(1) |  |

Other Typical Operations

|  |  |  |
| --- | --- | --- |
| Algorithm | array ArrayList | LinkedList |
| access front | O(1) | O(1) |
| access back | O(1) | O(1) |
| access middle | O(1) | O(N) |
| insert at front | O(N) | O(1) |
| insert at back | O(1) | O(1) |
| insert in middle | O(N) | O(1) |

Sorting arrays/ArrayLists

Some sorting algorithms show variability in their Big-Oh performance. It is therefore interesting to look at their best, worst, and average performance. For this description "average" is applied to uniformly distributed values. The distribution of real values for any given application may be important in selecting a particular algorithm.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Type of Sort | Best | Worst | Average | Comments |
| BubbleSort | O(N) | O(N2) | O(N2) | Not a good sort, except with ideal data. |
| Selection sort | O(N2) | O(N2) | O(N2) | Perhaps best of O(N2) sorts |
| QuickSort | O(N log N) | O(N2) | O(N log N) | Good, but it worst case is O(N2) |
| HeapSort | O(N log N) | O(N log N) | O(N log N) | Typically slower than QuickSort, but worst case is much better. |

Example - choosing a non-optimal algorithm

I had to sort a large array of numbers. The values were almost always already in order, and even when they weren't in order there was typically only one number that was out of order. Only rarely were the values completely disorganized. I used a bubble sort because it was O(1) for my "average" data. This was many years ago when CPUs were 1000 times slower. Today I would simply use the library sort for the amount of data I had because the difference in execution time would probably be unnoticed. However, there are always data sets which are so large that a choice of algorithms really matters.

Example - O(N3) surprise

I once wrote a text-processing program to solve some particular customer problem. After seeing how well it processed the test data, the customer produced real data, which I confidently ran the program on. The program froze -- the problem was that I had inadvertently used an O(N3) algorithm and there was no way it was going to finish in my lifetime. Fortunately, my reputation was restored when I was able to rewrite the offending algorithm within an hour and process the real data in under a minute. Still, it was a sobering experience, illustrating dangers in ignoring complexity analysis, using unrealistic test data, and giving customer demos.

Same Big-Oh, but big differences

Altho two algorithms have the same big-oh characteristics, they may differ by a factor of three (or more) in practical implementations. Remember that big-oh notation ignores constant overhead and constant factors. These can be substantial and can't be ignored in practical implementations.

Time-space tradeoffs

Sometimes it's possible to reduce execution time by using more space, or reduce space requirements by using a more time-intensive algorithm.

**HashMap Complexity**

Get: O(1)

Search: O(1+k/n) where k is the no. of collision elements added to the same LinkedList (k elements had same hashCode)

Insert: O(1)

Delete: O(1+k/n) where k is the no. of collision elements added to the same LinkedList (k elements had same hashCode)

Insertion is O(1) because you add the element right at the head of LinkedList.

**Time Complexity In Java Data Structures**

**Arrays**

**Inserting**: **O(1)** for all the positions, since it is done with indexes

**Deleting**: **O(n)** if we have to find the element, O(1) if we know position of the element

**Searching**: **O(n)** if array is unsorted and **O(log n)** if array is sorted and something like a binary search is used.

**Linked List:**

**Inserting**: **O(1)**, if done at the head, **O(n)** if anywhere else since we have to reach that position by traveseing the linkedlist linearly.

**Deleting**: **O(1)**, if done at the head, **O(n)** if anywhere else since we have to reach that position by traveseing the linkedlist linearly.

**Searching**: **O(n)**

**Doubly-Linked List:**

**Inserting**: **O(1)**, if done at the head, **O(n)** if anywhere else since we have to reach that position by traveseing the linkedlist linearly.

**Deleting**: **O(1)**, if done at the head, **O(n)** if anywhere else since we have to reach that position by traveseing the linkedlist linearly.

**Searching**: **O(n)**

**Stack:**

**Push**: **O(1)**

**Pop**: **O(1)**

**Top**: **O(1)**

**Search** (Something like lookup, as a special operation): **O(n)** (I guess so)

**Queue/Deque/Circular Queue:**

**Insert**: **O(1)**

**Remove**: **O(1)**

**Size**: **O(1)**

**Binary Search Tree:**

**Insert, delete and search**: Average case: **O(log n)**, Worst Case: **O(n)**

**Heap/PriorityQueue (min/max):**

**findMin/findMax**: **O(1)**

**insert**: **O(log n)**

**deleteMin/Max**: **O(log n)**

**lookup**, delete (if at all provided): **O(n)**, we will have to scan all the elements as they are not ordered like BST

**HashMap/Hashtable/HashSet:**

**Insert/Delete**: **O(1)** amortized (Meaning gradually)

**Re-size/hash**: **O(n)**

**List : *A list is an ordered collection of elements.***

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Add** | **Remove** | **Get** | **Contains** | **Data  Structure** |
| **ArrayList** | O(1) | O(n) | O(1) | O(n) | Array |
| **LinkedList** | O(1) | O(1) | O(n) | O(n) | Linked List |
| **CopyonWriteArrayList** | O(n) | O(n) | O(1) | O(n) | Array |

**Set : *A collection that contains no duplicate elements.***

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Add** | **Contains** | **Next** | **Data Structure** |
| **HashSet** | O(1) | O(1) | O(h/n) | Hash Table |
| **LinkedHashSet** | O(1) | O(1) | O(1) | Hash Table + Linked List |
| **EnumSet** | O(1) | O(1) | O(1) | Bit Vector |
| **TreeSet** | O(log n) | O(log n) | O(log n) | Red-black tree |
| **CopyonWriteArraySet** | O(n) | O(n) | O(1) | Array |
| **ConcurrentSkipList** | O(log n) | O(log n) | O(1) | Skip List |

**h is the table capacity.**

**Queue :** *A collection designed for holding elements prior to processing.*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Offer** | **Peak** | **Poll** | **Size** | **Data Structure** |
| **PriorityQueue** | O(log n ) | O(1) | O(log n) | O(1) | Priority Heap |
| **LinkedList** | O(1) | O(1) | O(1) | O(1) | Array |
| **ArrayDequeue** | O(1) | O(1) | O(1) | O(1) | Linked List |
| **ConcurrentLinkedQueue** | O(1) | O(1) | O(1) | O(n) | Linked List |
| **ArrayBlockingQueue** | O(1) | O(1) | O(1) | O(1) | Array |
| **PriorirityBlockingQueue** | O(log n) | O(1) | O(log n) | O(1) | Priority Heap |
| **SynchronousQueue** | O(1) | O(1) | O(1) | O(1) | None! |
| **DelayQueue** | O(log n) | O(1) | O(log n) | O(1) | Priority Heap |
| **LinkedBlockingQueue** | O(1) | O(1) | O(1) | O(1) | Linked List |

**Map : *An object that maps keys to values. A map cannot duplicate keys; each key can map to at most one value.***

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Get** | **ContainsKey** | **Next** | **Data Structure** |
| **HashMap** | O(1) | O(1) | O(h / n) | Hash Table |
| **LinkedHashMap** | O(1) | O(1) | O(1) | Hash Table + Linked List |
| **IdentityHashMap** | O(1) | O(1) | O(h / n) | Array |
| **WeakHashMap** | O(1) | O(1) | O(h / n) | Hash Table |
| **EnumMap** | O(1) | O(1) | O(1) | Array |
| **TreeMap** | O(log n) | O(log n) | O(log n) | Red-black tree |
| **ConcurrentHashMap** | O(1) | O(1) | O(h / n) | Hash Tables |
| **ConcurrentSkipListMap** | O(log n) | O(log n) | O(1) | Skip List |

**Worst case for Quick sort**

All elements of array are same

Array is already sorted in same order

Array is already sorted in reverse order.

The worst case occurs if the chosen pivot happens to be the largest or smallest for each single partition. This happens when the pivot is the smallest (or the largest) element. The best case is when the pivot is the median of the array, and then the left and the right part will have same size.

**Advantages:**

One of the fastest algorithms on average.

Does not need additional memory (the sorting takes place in the array - this is called in-place processing). Compare with mergesort: mergesort needs additional memory for merging.

**Insertion sort :**

Best case: Inputs are already sorted in ascending order.

Worst case: Inputs are sorted in Descending order.

**Merge Sort:**

Best case: Both increasing and decreasing order will lead to best case in merge sort.

Worst case: Inputs are sorted in not increasing or decreasing fashion. Exactly big and small values should be interwoven so that in each marging state more comparison is needed. Ex: 100, 0, 101,1,102,2,103,3,104,4 … such list will have the maximum comparison in each merging.

**LinkedList , ArrayList and LinkedList**

**Singly Linked List**

Each element in a singly linked list has two fields as shown in Figure 1. The data field holds the actual data stored and the next field holds the reference to the next element in the chain. The first element of the linked list is stored as the head of the linked list.

[![http://cdn.differencebetween.com/wp-content/uploads/2011/05/DifferenceBetween_Linked_List_01.jpg](data:image/jpeg;base64,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)](http://cdn.differencebetween.com/wp-content/uploads/2011/05/DifferenceBetween_Linked_List_01.jpg)

Figure 2 depicts a singly linked list with three elements. Each element stores its data and all elements except the last one store a reference to the next element. Last element holds a null value in its next field. Any element in the list can be accessed by starting at the head and following the next pointer until you meet the required element.

**Doubly Linked List**

Each element in a doubly linked list has three fields as shown in Figure 3. Similar to singly linked list, the data field holds the actual data stored and the next field holds the reference to the next element in the chain. Additionally, the previous field holds the reference to the previous element in the chain. The first element of the linked list is stored as the head of the linked list.
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Figure 4 depicts a doubly linked list with three elements. All the intermediate elements store references to the first and previous elements. Last element in the list holds a null value in its next field and the first element in the list holds a null value in its previous field. Doubly linked list can be traversed forward by following the next references in each element and similarly can be traversed backwards using the previous references in each element.

**What is the difference between Singly Linked List and Doubly Linked List?**

Each element in the singly linked list contains a reference to the next element in the list, while each element in the doubly linked list contains references to the next element as well as the previous element in the list. Doubly linked lists require more space for each element in the list and elementary operations such as insertion and deletion is more complex since they have to deal with two references. But doubly link lists allow easier manipulation since it allows traversing the list in forward and backward directions.

#### 

#### Comparison of LinkedList/ArrayList

The linking structure of linked lists creates different behavior from array lists, here are the key difference:

|  |  |  |
| --- | --- | --- |
|  | **ArrayList** | **LinkedList** |
| get/set random access | accessing an element (get/set) at an index is *O*(1) | accessing an element (get/set) at an index is *O*(n) because we must proceed through a sequence of node pointers to get to the correct position. |
| add/remove at first and last positions | add at the **last** position is *O*(1) in general; an additional *O*(n) cost is incurred when the array's capacity is increase; if the capacity is maintained efficiently, the overall average cost is still *O*(1)  remove at the **last** position is always *O*(1)  add/remove at the **first** position is always *O*(n) because the entire array is shifted | add/remove at the first or last positions is *O*(1) (with doubly-linked lists) |
| add/remove at arbitrary position | add/remove at arbitrary position is *O*(n) due to shifting | add/remove at arbitrary position is *O*(n) due to sequencing through pointers |
| space usage | wasted space varies according to the number of unused array positions; in order to keep average add time efficient, *O*(n) wasted space must be created at capacity increases | the links are "wasted" by virtue of not holding data; thus there is always *O*(n)wasted space |

In general terms, an ArrayList is a better choice when we're interested in "random positional" access of elements whereas a LinkedList is better suited for end-based access.

**Array vs linked list in Java**

Here is my list of differences between array and linked list. Though data structure concept are independent of any programming language and more or less applicable in all programming language including C and C++, I have explained differences in Java's context.

1. First and major difference between linked list and array data structure is that former doesn't support random access, while later support random access. linked list is sequential, in order to retrieve an element, you need to traverse till that, while if you know index, you can retrieve an element from array very quickly, because it doesn't involved traversal.

2. Second major difference between array and linked-list data structure is that, array needs contiguous memory allocation, which may result in java.lang.OutOfMemoryError: Java Heap Space if there is not enough contiguous ( a big chunk) of memory in Java Heap. On the other hand, linked list is distributed data structure, it's element are scattered over heap and doesn't need a contiguous memory allocation. This makes linked list ideal, if you have scattered memory.

3. Third major difference is fixed length, array is a fixed length data structure, you provide length or size of array at the time of creation, later you can not modify that size. On the other hand, linked list is dynamic data structure, it can grow and doesn't required size to be specified at the time of creation, because each node keep tracks of other.

4. It's easy to insert and delete elements from linked list than array, especially inserting element at beginning of linked list, and deleting element from end of linked list is O(1) operation. On the other hand array is fixed length data structure, so memory is allocated during initialization, and doesn't really change due to addition and removal of elements. Though you can set a particular index null, to cut the reference count of that object.

5. Array is ideal for implementing fast caches e.g. HashMap or Hashtable, which requires constant time retrieval e.g. Map data structure provides O(1) performance for get(Key key) operation, while linked list based structure provides liner performance i.e. O(n) for retrieval operation, where n is the number of elements in linked list.

6. Array can be one or multi-dimensional, while linked list can be singly, doubly or circular linked list. Two dimensional array are most common in multi-dimensional and used to represent matrix in Java. You can use two dimensional array to represent a plain of x,y coordinates, frequently used in Game programming. Java programming language provides support for creating array at syntax level, it supports both single and multidimensional array. Java API also provides a class called java.util.LinkedList, which is an implementation of doubly linked list data structure.

**LinkedList vs ArrayList in Java**

All the differences between LinkedList and ArrayList has there root on difference between Array and LinkedList data-structure. If you are familiar with Array and LinkedList data structure you will most likely derive following differences between them:

1) Since Array is an index based data-structure searching or getting element from Array with index is pretty fast. Array provides O(1) performance for get(index) method but remove is costly in ArrayList as you need to rearrange all elements. On the Other hand LinkedList doesn't provide Random or index based access and you need to iterate over linked list to retrieve any element which is of order O(n).

2) Insertions are easy and fast in LinkedList as compared to ArrayList because there is no risk of resizing array

and copying content to new array if array gets full which makes adding into ArrayList of O(n) in worst case, while adding is O(1) operation in LinkedList in Java. ArrayList also needs to update its index if you insert something anywhere except at the end of array.

3) Removal is like insertions better in LinkedList than ArrayList.

4) LinkedList has more memory overhead than ArrayList because in ArrayList each index only holds actual object (data) but in case of LinkedList each node holds both data and address of next and previous node.

**When to use LinkedList and ArrayList in Java**

As I said LinkedList is not as popular as ArrayList but still there are situation where a LinkedList is better choice than ArrayList in Java. Use LinkedList in Java if:

1) Your application can live without Random access. Because if you need nth element in LinkedList you need to first traverse up to nth element O(n) and than you get data from that node.

2) Your application is more insertion and deletion driver and you insert or remove more than retrieval. Since insertion or

removal doesn't involve resizing its much faster than ArrayList.

That’s all on difference between ArrayList and LinkedList in Java. Use ArrayList in Java for all there situation where you need a non-synchronized index based access. ArrayList is fast and easy to use, just try to minimize array resizing by constructing arraylist with proper initial size.

**Algorithms: Big-Oh Notation**

How time and space grow as the amount of data increases

It's useful to estimate the cpu or memory resources an algorithm requires. This "complexity analysis" attempts to characterize the relationship between the number of data elements and resource usage (time or space) with a simple formula approximation. Many programmers have had ugly surprises when they moved from small test data to large data sets. This analysis will make you aware of potential problems.

Dominant Term

Big-Oh (the "O" stands for "order of") notation is concerned with what happens for very large values of N, therefore only the largest term in a polynomial is needed. All smaller terms are dropped.

For example, the number of operations in some sorts is N2 - N. For large values of N, the single N term is insignificant compared to N2, therefore one of these sorts would be described as an O(N2) algorithm.

Similarly, constant multipliers are ignored. So a O(4\*N) algorithm is equivalent to O(N), which is how it should be written. Ultimately you want to pay attention to these multipliers in determining the performance, but for the first round of analysis using Big-Oh, you simply ignore constant factors.

Why Size Matters

Here is a table of typical cases, showing how many "operations" would be performed for various values of N. Logarithms to base 2 (as used here) are proportional to logarithms in other base, so this doesn't affect the big-oh formula.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | constant | logarithmic | linear |  | quadratic | cubic |
| n | O(1) | O(log N) | O(N) | O(N log N) | O(N2) | O(N3) |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 2 | 2 | 4 | 8 |
| 4 | 1 | 2 | 4 | 8 | 16 | 64 |
| 8 | 1 | 3 | 8 | 24 | 64 | 512 |
| 16 | 1 | 4 | 16 | 64 | 256 | 4,096 |
| 1,024 | 1 | 10 | 1,024 | 10,240 | 1,048,576 | 1,073,741,824 |
| 1,048,576 | 1 | 20 | 1,048,576 | 20,971,520 | 1012 | 1016 |

Does anyone really have that much data?

It's quite common. For example, it's hard to find a digital camera that that has fewer than a million pixels (1 mega-pixel). These images are processed and displayed on the screen. The algorithms that do this had better not be O(N2)! If it took one microsecond (1 millionth of a second) to process each pixel, an O(N2) algorithm would take more than a week to finish processing a 1 megapixel image, and more than three months to process a 3 megapixel image (note the rate of increase is definitely not linear).

Another example is sound. CD audio samples are 16 bits, sampled 44,100 times per second for each of two channels. A typical 3 minute song consists of about 8 million data points. You had better choose the write algorithm to process this data.

A dictionary I've used for text analysis has about 125,000 entries. There's a big difference between a linear O(N), binary O(log N), or hash O(1) search.

Best, worst, and average cases

You should be clear about which cases big-oh notation describes. By default it usually refers to the average case, using random data. However, the characteristics for best, worst, and average cases can be very different, and the use of non-random data (often more realistic) data can have a big effect on some algorithms.

Why big-oh notation isn't always useful

Complexity analysis can be very useful, but there are problems with it too.

Too hard to analyze. Many algorithms are simply too hard to analyze mathematically.

Average case unknown. There may not be sufficient information to know what the most important "average" case really is, therefore analysis is impossible.

Unknown constant. Both walking and traveling at the speed of light have a time-as-function-of-distance big-oh complexity of O(N). Altho they have the same big-oh characteristics, one is rather faster than the other. Big-oh analysis only tells you how it grows with the size of the problem, not how efficient it is.

Small data sets. If there are no large amounts of data, algorithm efficiency may not be important.

Benchmarks are better

Big-oh notation can give very good ideas about performance for large amounts of data, but the only real way to know for sure is to actually try it with large data sets. There may be performance issues that are not taken into account by big-oh notation, eg, the effect on paging as virtual memory usage grows. Although benchmarks are better, they aren't feasible during the design process, so Big-Oh complexity analysis is the choice.

Typical big-oh values for common algorithms

Searching

Here is a table of typical cases.

|  |  |  |
| --- | --- | --- |
| Type of Search | Big-Oh | Comments |
| Linear search array/ArrayList/LinkedList | O(N) |  |
| Binary search sorted array/ArrayList | O(log N) | Requires sorted data. |
| Search balanced tree | O(log N) |  |
| Search hash table | O(1) |  |

Other Typical Operations

|  |  |  |
| --- | --- | --- |
| Algorithm | array ArrayList | LinkedList |
| access front | O(1) | O(1) |
| access back | O(1) | O(1) |
| access middle | O(1) | O(N) |
| insert at front | O(N) | O(1) |
| insert at back | O(1) | O(1) |
| insert in middle | O(N) | O(1) |

Sorting arrays/ArrayLists

Some sorting algorithms show variability in their Big-Oh performance. It is therefore interesting to look at their best, worst, and average performance. For this description "average" is applied to uniformly distributed values. The distribution of real values for any given application may be important in selecting a particular algorithm.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Type of Sort | Best | Worst | Average | Comments |
| BubbleSort | O(N) | O(N2) | O(N2) | Not a good sort, except with ideal data. |
| Selection sort | O(N2) | O(N2) | O(N2) | Perhaps best of O(N2) sorts |
| QuickSort | O(N log N) | O(N2) | O(N log N) | Good, but it worst case is O(N2) |
| HeapSort | O(N log N) | O(N log N) | O(N log N) | Typically slower than QuickSort, but worst case is much better. |

Example - choosing a non-optimal algorithm

I had to sort a large array of numbers. The values were almost always already in order, and even when they weren't in order there was typically only one number that was out of order. Only rarely were the values completely disorganized. I used a bubble sort because it was O(1) for my "average" data. This was many years ago when CPUs were 1000 times slower. Today I would simply use the library sort for the amount of data I had because the difference in execution time would probably be unnoticed. However, there are always data sets which are so large that a choice of algorithms really matters.

Example - O(N3) surprise

I once wrote a text-processing program to solve some particular customer problem. After seeing how well it processed the test data, the customer produced real data, which I confidently ran the program on. The program froze -- the problem was that I had inadvertently used an O(N3) algorithm and there was no way it was going to finish in my lifetime. Fortunately, my reputation was restored when I was able to rewrite the offending algorithm within an hour and process the real data in under a minute. Still, it was a sobering experience, illustrating dangers in ignoring complexity analysis, using unrealistic test data, and giving customer demos.

Same Big-Oh, but big differences

Altho two algorithms have the same big-oh characteristics, they may differ by a factor of three (or more) in practical implementations. Remember that big-oh notation ignores constant overhead and constant factors. These can be substantial and can't be ignored in practical implementations.

Time-space tradeoffs

Sometimes it's possible to reduce execution time by using more space, or reduce space requirements by using a more time-intensive algorithm.

**HashMap Complexity**

Get: O(1)

Search: O(1+k/n) where k is the no. of collision elements added to the same LinkedList (k elements had same hashCode)

Insert: O(1)

Delete: O(1+k/n) where k is the no. of collision elements added to the same LinkedList (k elements had same hashCode)

Insertion is O(1) because you add the element right at the head of LinkedList.

**Time Complexity In Java Data Structures**

**Arrays**

**Inserting**: **O(1)** for all the positions, since it is done with indexes

**Deleting**: **O(n)** if we have to find the element, O(1) if we know position of the element

**Searching**: **O(n)** if array is unsorted and **O(log n)** if array is sorted and something like a binary search is used.

**Linked List:**

**Inserting**: **O(1)**, if done at the head, **O(n)** if anywhere else since we have to reach that position by traveseing the linkedlist linearly.

**Deleting**: **O(1)**, if done at the head, **O(n)** if anywhere else since we have to reach that position by traveseing the linkedlist linearly.

**Searching**: **O(n)**

**Doubly-Linked List:**

**Inserting**: **O(1)**, if done at the head, **O(n)** if anywhere else since we have to reach that position by traveseing the linkedlist linearly.

**Deleting**: **O(1)**, if done at the head, **O(n)** if anywhere else since we have to reach that position by traveseing the linkedlist linearly.

**Searching**: **O(n)**

**Stack:**

**Push**: **O(1)**

**Pop**: **O(1)**

**Top**: **O(1)**

**Search** (Something like lookup, as a special operation): **O(n)** (I guess so)

**Queue/Deque/Circular Queue:**

**Insert**: **O(1)**

**Remove**: **O(1)**

**Size**: **O(1)**

**Binary Search Tree:**

**Insert, delete and search**: Average case: **O(log n)**, Worst Case: **O(n)**

**Heap/PriorityQueue (min/max):**

**findMin/findMax**: **O(1)**

**insert**: **O(log n)**

**deleteMin/Max**: **O(log n)**

**lookup**, delete (if at all provided): **O(n)**, we will have to scan all the elements as they are not ordered like BST

**HashMap/Hashtable/HashSet:**

**Insert/Delete**: **O(1)** amortized (Meaning gradually)

**Re-size/hash**: **O(n)**

**List : *A list is an ordered collection of elements.***

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Add** | **Remove** | **Get** | **Contains** | **Data  Structure** |
| **ArrayList** | O(1) | O(n) | O(1) | O(n) | Array |
| **LinkedList** | O(1) | O(1) | O(n) | O(n) | Linked List |
| **CopyonWriteArrayList** | O(n) | O(n) | O(1) | O(n) | Array |

**Set : *A collection that contains no duplicate elements.***

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Add** | **Contains** | **Next** | **Data Structure** |
| **HashSet** | O(1) | O(1) | O(h/n) | Hash Table |
| **LinkedHashSet** | O(1) | O(1) | O(1) | Hash Table + Linked List |
| **EnumSet** | O(1) | O(1) | O(1) | Bit Vector |
| **TreeSet** | O(log n) | O(log n) | O(log n) | Red-black tree |
| **CopyonWriteArraySet** | O(n) | O(n) | O(1) | Array |
| **ConcurrentSkipList** | O(log n) | O(log n) | O(1) | Skip List |

**h is the table capacity.**

**Queue :** *A collection designed for holding elements prior to processing.*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Offer** | **Peak** | **Poll** | **Size** | **Data Structure** |
| **PriorityQueue** | O(log n ) | O(1) | O(log n) | O(1) | Priority Heap |
| **LinkedList** | O(1) | O(1) | O(1) | O(1) | Array |
| **ArrayDequeue** | O(1) | O(1) | O(1) | O(1) | Linked List |
| **ConcurrentLinkedQueue** | O(1) | O(1) | O(1) | O(n) | Linked List |
| **ArrayBlockingQueue** | O(1) | O(1) | O(1) | O(1) | Array |
| **PriorirityBlockingQueue** | O(log n) | O(1) | O(log n) | O(1) | Priority Heap |
| **SynchronousQueue** | O(1) | O(1) | O(1) | O(1) | None! |
| **DelayQueue** | O(log n) | O(1) | O(log n) | O(1) | Priority Heap |
| **LinkedBlockingQueue** | O(1) | O(1) | O(1) | O(1) | Linked List |

**Map : *An object that maps keys to values. A map cannot duplicate keys; each key can map to at most one value.***

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Get** | **ContainsKey** | **Next** | **Data Structure** |
| **HashMap** | O(1) | O(1) | O(h / n) | Hash Table |
| **LinkedHashMap** | O(1) | O(1) | O(1) | Hash Table + Linked List |
| **IdentityHashMap** | O(1) | O(1) | O(h / n) | Array |
| **WeakHashMap** | O(1) | O(1) | O(h / n) | Hash Table |
| **EnumMap** | O(1) | O(1) | O(1) | Array |
| **TreeMap** | O(log n) | O(log n) | O(log n) | Red-black tree |
| **ConcurrentHashMap** | O(1) | O(1) | O(h / n) | Hash Tables |
| **ConcurrentSkipListMap** | O(log n) | O(log n) | O(1) | Skip List |

**Worst case for Quick sort**

All elements of array are same

Array is already sorted in same order

Array is already sorted in reverse order.

The worst case occurs if the chosen pivot happens to be the largest or smallest for each single partition. This happens when the pivot is the smallest (or the largest) element. The best case is when the pivot is the median of the array, and then the left and the right part will have same size.

**Advantages:**

One of the fastest algorithms on average.

Does not need additional memory (the sorting takes place in the array - this is called in-place processing). Compare with mergesort: mergesort needs additional memory for merging.

**Insertion sort :**

Best case: Inputs are already sorted in ascending order.

Worst case: Inputs are sorted in Descending order.

**Merge Sort:**

Best case: Both increasing and decreasing order will lead to best case in merge sort.

Worst case: Inputs are sorted in not increasing or decreasing fashion. Exactly big and small values should be interwoven so that in each marging state more comparison is needed. Ex: 100, 0, 101,1,102,2,103,3,104,4 … such list will have the maximum comparison in each merging.

**Quick Sort**

Quicksort is a divide and conquer algorithm. Quicksort first divides a large list into two smaller sub-lists: the low elements and the high elements. Quicksort can then recursively sort the sub-lists.

The steps are:

Pick an element, called a pivot, from the list.

Reorder the list so that all elements with values less than the pivot come before the pivot, while all elements with values greater than the pivot come after it (equal values can go either way). After this partitioning, the pivot is in its final position. This is called the partition operation.

Recursively apply the above steps to the sub-list of elements with smaller values and separately the sub-list of elements with greater values.

**Variant**

There are four well known variants of quicksort:

**Balanced quicksort**: choose a pivot likely to represent the middle of the values to be sorted, and then follow the regular quicksort algorithm.

**External quicksort**: The same as regular quicksort except the pivot is replaced by a buffer. First, read the M/2 first and last elements into the buffer and sort them. Read the next element from the beginning or end to balance writing. If the next element is less than the least of the buffer, write it to available space at the beginning. If greater than the greatest, write it to the end. Otherwise write the greatest or least of the buffer, and put the next element in the buffer. Keep the maximum lower and minimum upper keys written to avoid resorting middle elements that are in order. When done, write the buffer. Recursively sort the smaller partition, and loop to sort the remaining partition. This is a kind of three-way quicksort in which the middle partition (buffer) represents a sorted subarray of elements that are approximately equal to the pivot.

**Three-way radix quicksort** (developed by Sedgewick and also known as multikey quicksort): is a combination of radix sort and quicksort. Pick an element from the array (the pivot) and consider the first character (key) of the string (multikey). Partition the remaining elements into three sets: those whose corresponding character is less than, equal to, and greater than the pivot's character. Recursively sort the "less than" and "greater than" partitions on the same character. Recursively sort the "equal to" partition by the next character (key). Given we sort using bytes or words of length W bits, the best case is O(KN) and the worst case O(2KN) or at least O(N2) as for standard quicksort, given for unique keys N<2K, and K is a hidden constant in all standard comparison sort algorithms including quicksort. This is a kind of three-way quicksort in which the middle partition represents a (trivially) sorted subarray of elements that are exactly equal to the pivot.

**Quick radix sort** (also developed by Powers as a o(K) parallel PRAM algorithm). This is again a combination of radix sort and quicksort but the quicksort left/right partition decision is made on successive bits of the key, and is thus O(KN) for N K-bit keys. Note that all comparison sort algorithms effectively assume an ideal K of O(logN) as if k is smaller we can sort in O(N) using a hash table or integer sorting, and if K >> logN but elements are unique within O(logN) bits, the remaining bits will not be looked at by either quicksort or quick radix sort, and otherwise all comparison sorting algorithms will also have the same overhead of looking through O(K) relatively useless bits but quick radix sort will avoid the worst case O(N2) behaviours of standard quicksort and quick radix sort, and will be faster even in the best case of those comparison algorithms under these conditions of uniqueprefix(K) >> logN. See Powers [13] for further discussion of the hidden overheads in comparison, radix and parallel sorting.

The most direct competitor of quicksort is heapsort. Heapsort's worst-case running time is always O(n log n). But, heapsort is assumed to be on average somewhat slower than standard in-place quicksort.

Quicksort's running time depends on the result of the partitioning routine - whether it's balanced or unbalanced. This is determined by the pivot element used for partitioning. If the result of the partition is unbalanced, quicksort can run as slowly as insertion sort; if it's balanced, the algorithm runs asymptotically as fast as merge sort. That is why picking the "best" pivot is a crucial design decision.

The Wrong Way: the popular way of choosing the pivot is to use the first element; this is acceptable only if the input is random, but if the input is presorted, or in the reverse order, then the first elements provides a bad, unbalanced, partition. All the elements go either into S[p...q-1] or S[q+1..r]. If the input is presorted and as the first element is chosen consistently throughout the recursive calls, quicksort has taken quadratic time to do nothing at all.

The Safe Way: the safe way to choose a pivot is to simply pick one randomly; it is unlikely that a random pivot would consistently provide us with a bad partition throughout the course of the sort.

Median-of-Three Way: best case partitioning would occur if PARTITION produces two subproblems of almost equal size - one of size [n/2] and the other of size [n/2]-1. In order to achieve this partition, the pivot would have to be the median of the entire input; unfortunately this is hard to calculate and would consume much of the time, slowing down the algorithm considerably. A decent estimate can be obtained by choosing three elements randomly and using the median of these three as the pivot.

**Complexity of Quicksort**

**Worst-case: O(N2)**

This happens when the pivot is the smallest (or the largest) element.   
Then one of the partitions is empty, and we repeat recursively the procedure for N-1 elements.

**Best-case O(N logN)** The best case is when the pivot is the median of the array,   
and then the left and the right part will have same size.

There are logN partitions, and to obtain each partitions we do N comparisons   
(and not more than N/2 swaps). Hence the complexity is O(NlogN)

**Average-case - O(N logN)**

**Advantages:**

One of the fastest algorithms on average. It does not need additional memory (the sorting takes place in the array - this is called in-place processing). Compare with mergesort: mergesort needs additional memory for merging.

**Disadvantages: The worst-case complexity is O(N2)**

Applications:

Commercial applications use Quicksort - generally it runs fast, no additional memory,   
this compensates for the rare occasions when it runs with O(N2)

**Never use in applications which require guaranteed response time:**

**Life-critical (medical monitoring, life support in aircraft and space craft)**

**Mission-critical (monitoring and control in industrial and research plants   
handling dangerous materials, control for aircraft, defense, etc)**

**unless you assume the worst-case response time.**

Comparison with mergesort:

mergesort guarantees O(NlogN) time, however it requires additional memory with size N. quicksort does not require additional memory, however the speed is not quaranteed usually mergesort is not used for main memory sorting, only for external memory sorting. So far, our best sorting algorithm has O(*n*log *n*) performance: can we do any better?

*In general,* the answer is no.

**Note**

**It typically depends on the data structures involved. Quick sort is typically the fastest, but it doesn't guarantee O(n\*log(n)); there are degenerate cases where it becomes O(n^2). Heap sort is the usual alternative; it guarantees O(n\*log(n)), regardless of the initial order, but it has a much higher constant factor. It's usually used when you need a hard upper limit to the time taken. Some more recent algorithms use quick sort, but attempt to recognize when it starts to degenerate, and switch to heap sort then. Merge sort is used when the data structure doesn't support random access, since it works with pure sequential access (forward iterators, rather than random access iterators). It's used in std::list<>::sort, for example. It's also widely used for external sorting, where random access can be very, very expensive compared to sequential access. (When sorting a file which doesn't fit into memory, you might break it into chunks which fit into memory, sort these using quicksort, writing each out to a file, then merge sort the generated files.)**

Time complexity comparison sorts.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **Timsort** | [**Merge sort**](http://en.wikipedia.org/wiki/Merge_sort) | [**Quicksort**](http://en.wikipedia.org/wiki/Quicksort) | [**Insertion sort**](http://en.wikipedia.org/wiki/Insertion_sort) | [**Selection sort**](http://en.wikipedia.org/wiki/Selection_sort) | [**Smoothsort**](http://en.wikipedia.org/wiki/Smoothsort) |
| **Best case** | \Theta(n) | \Theta(n \log n) | \Theta(n \log n) | \Theta(n) | \Theta(n^2) | \Theta(n) |
| **Average case** | \Theta(n \log n) | \Theta(n \log n) | \Theta(n \log n) | \Theta(n^2) | \Theta(n^2) | \Theta(n \log n) |
| **Worst case** | \Theta(n \log n) | \Theta(n \log n) | \Theta(n^2) | \Theta(n^2) | \Theta(n^2) | \Theta(n \log n) |

The following table provides a comparison of the space complexities of the various sorting techniques. Note that for merge sort, the *worst case* space complexity is usually ![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAARVJREFUGBmFjztLA0EUhT+zWTcPN0ljKdoKKYL+AVtBZBtr01hYCKm1iI1Y2Ii/IBIEQYRUKWwMKTUhEWyFLQQbxXTio/Bcx7H1wsz5zuHeuQz8UzMN1xAc/+jLYNgRbPipC4OrHvlDiFo+3RVEW7ruoeAGZQopdMeC1wZZiatSC84NmwlLLrJ7Qv7LdLPGLIQ34bKtWifzZukoZRWC3CKXcm1y+5bOdziCp+uEObkHyhVJ8cMe01I4kPRdGuuZT9k7IpM+2bqkWQN9hDXiFUmVUG3FHeG2zjvTtR6cwSk8JkraUJpQ3tOYGsLq8Fah/SJYIB4I6+ZddT0Qjv+QTOp5quFJKyueTzyYPnvT8mAa/g4GHb4Bvs48Uel5cF0AAAAASUVORK5CYII=).

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **Timsort** | [**Merge sort**](http://en.wikipedia.org/wiki/Merge_sort) | [**Quicksort**](http://en.wikipedia.org/wiki/Quicksort) | [**Insertion sort**](http://en.wikipedia.org/wiki/Insertion_sort) | [**Selection sort**](http://en.wikipedia.org/wiki/Selection_sort) | [**Smoothsort**](http://en.wikipedia.org/wiki/Smoothsort) |
| **Space complexity** | O(n) | O(n) | O(\log n) | O(1) | O(1) | O(\log n) |

Quick sort is inplace (doesn't need extra memmory, other than a constant amount.)

Mergesort is quicker when dealing with linked lists. This is because pointers can easily be changed when merging lists. It only requires one pass (O(n)) through the list.

Quicksort's in-place algorithm requires the movement (swapping) of data. While this can be very efficient for in-memory dataset, it can be much more expensive if your dataset doesn't fit in memory. The result would be lots of I/O.

Quick sort is typically faster than merge sort when the data is stored in memory. However, when the data set is huge and is stored on external devices such as a hard drive, merge sort is the clear winner in terms of speed. It minimizes the expensive reads of the external drive and also lends itself well to parallel computing.

In Arrays.sort, Java uses insertion sort if the array length is less than 7 and int type array and the length is greater than 7 it uses tuned quicksort. For Object[] type array it uses MergeSort.

**MergeSort**

Conceptually, a merge sort works as follows

Divide the unsorted list into n sublists, each containing 1 element (a list of 1 element is considered sorted).

Repeatedly merge sublists to produce new sorted sublists until there is only 1 sublist remaining. This will be the sorted list.

**1.** **Divide Step**

If a given array A has zero or one element, simply return; it is already sorted. Otherwise, split A[p .. r] into two subarrays A[p .. q] and A[q + 1 .. r], each containing about half of the elements of A[p .. r]. That is, q is the halfway point of A[p .. r].

**2. Conquer Step**

Conquer by recursively sorting the two subarrays A[p .. q] and A[q + 1 .. r].

**3. Combine Step**

Combine the elements back in A[p .. r] by merging the two sorted subarrays A[p .. q] and A[q + 1 .. r] into a sorted sequence. To accomplish this step, we will define a procedure MERGE (A, p, q, r).

The mergesort algorithm is based on the classical divide-and-conquer paradigm. It operates as follows:

**DIVIDE: Partition the n-element sequence to be sorted into two subsequences of n/2 elements each.**

**CONQUER: Sort the two subsequences recursively using the mergesort.**

**COMBINE: Merge the two sorted sorted subsequences of size n/2 each to produce the sorted sequence consisting of n elements.**

**Complexity**

**Worst case performance O(n log n)**

**Best case performance O(n log n) typical, O(n) natural variant**

**Average case performance O(n log n)**

**Worst case space complexity O(n) auxiliary**

**Auxiliary Space: O(n)**

**Applications of Merge Sort**

1) Merge Sort is useful for sorting linked lists in O(nLogn) time. Other nlogn algorithms like Heap Sort, Quick Sort (average case nLogn) cannot be applied to linked lists.

2) Inversion Count Problem

3) Used in External Sorting

Merge sort is often preferred for sorting a linked list. The slow random-access performance of a linked list makes some other algorithms (such as quicksort) perform poorly, and others (such as heapsort) completely impossible.

Advantages:

Guaranteed to run in ? (nlgn)

Disadvantage

Requires extra space ? N

Advantage of merge sort

Good for sorting slow-access data e.g. tape drive or hard disk.

It is excellent for sorting data that are normally accessed sequentially. e.g. linked lists, tape drive, hard disk and receiving online data one item at a time

Advantage over Quicksort

Better at handling sequential-accessed lists

If two equal valued items are in the list, then their relative locations are preserved (this is called "sort-stable") i.e. if item A = "cat" and item C = "cat" then the sorted list will have AC. Quicksort does not always keep this order - it could be AC or CA

Disadvantages

In many implementations, if the list is N long, then it needs 2 x N memory space to handle the sort.

If recursion is used to code the algorithm then it uses twice as much stack memory as quicksort - on the other hand it is not difficult to code using iteration rather than recursion and so avoid the memory penalty.

Quicksort is considered the fastest method on most types of lists.

**Comment on Performance**

Merge sort always takes 2N log2 N steps. On average quick sort takes N log2 N steps. You would expect merge sort

to be about twice as slow due to copying to b[] and back again to a[]. However, the performance of quick sort

depends on a good choice of pivot. In our approach we choose the first element as the pivot. If an array is already

nearly sorted, this can lead to very poor performance for quick sort. In its worst case quick sort requires N2

/2 steps

which is the same performance as bubble sort and selection sort.

The main drawbacks of merge sort as opposed to quick sort are:

• it requires an extra auxiliary array b[p]

• on average is about twice as slow

However, in situations where the data can vary in how much it is already sorted, merge sort is more stable.

**Insertion Sort**

Insertion sort is a simple sorting algorithm: a comparison sort in which the sorted array (or list) is built one entry at a time. It is much less efficient on large lists than more advanced algorithms such as quicksort, heapsort, or merge sort. However, insertion sort provides several advantages:

**Algorithm**

Every repetition of insertion sort removes an element from the input data, inserting it into the correct position in the already-sorted list, until no input elements remain. The choice of which element to remove from the input is arbitrary, and can be made using almost any choice algorithm.

Sorting is typically done in-place. The resulting array after k iterations has the property where the first k + 1 entries are sorted. In each iteration the first remaining entry of the input is removed, inserted into the result at the correct position, thus extending the result:

**Complexity**

Worst case performance (n2) comparisons, swaps

Best case performance O(n) comparisons, O(1) swaps

Average case performance (n2) comparisons, swaps

Worst case space complexity (n) total, O(1) auxiliary

**Sorting algorithms**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Algorithm | Data Structure | Time Complexity:Best | Time Complexity:Average | Time Complexity:Worst | Space Complexity:Worst |
| Quick Sort | Array | O(n log(n)) | O(n log(n)) | O(n^2) | O(log(n)) |
| Merge sort | Array | O(n log(n)) | O(n log(n)) | O(n log(n)) | O(n) |
| Bubble sort | Array | O(n) | O(n^2) | O(n^2) | O(1) |
| Insertion sort | Array | O(n) | O(n^2) | O(n^2) | O(1) |
| Selection sort | Array | O(n^2) | O(n^2) | O(n^2) | O(1) |

**Best, worst, and average cases**

**The best case input is an array that is already sorted**. In this case insertion sort has a linear running time (i.e., [Θ](http://en.wikipedia.org/wiki/Big_Theta_notation)(*n*)). During each iteration, the first remaining element of the input is only compared with the right-most element of the sorted subsection of the array.

**The simplest worst case input is an array sorted in reverse order**. The set of all worst case inputs consists of all arrays where each element is the smallest or second-smallest of the elements before it. In these cases every iteration of the inner loop will scan and shift the entire sorted subsection of the array before inserting the next element. This gives insertion sort a quadratic running time (i.e., O(*n*2)).

**The average case is also quadratic, which makes insertion sort impractical for sorting large arrays. However, insertion sort is one of the fastest algorithms for sorting very small arrays, even faster than**[**quicksort**](http://en.wikipedia.org/wiki/Quicksort)**; indeed, good**[**quicksort**](http://en.wikipedia.org/wiki/Quicksort)**implementations use insertion sort for arrays smaller than a certain threshold, also when arising as subproblems; the exact threshold must be determined experimentally and depends on the machine, but is commonly around ten.**

Red–black tree

A **red–black tree** is a type of [self-balancing binary search tree](http://en.wikipedia.org/wiki/Self-balancing_binary_search_tree), a [data structure](http://en.wikipedia.org/wiki/Data_structure) used in [computer science](http://en.wikipedia.org/wiki/Computer_science).

The self-balancing is provided by painting each node with one of two colors (these are typically called 'red' and 'black', hence the name of the trees) in such a way that the resulting painted tree satisfies certain properties that don't allow it to become significantly unbalanced. When the tree is modified, the new tree is subsequently rearranged and repainted to restore the coloring properties. The properties are designed in such a way that this rearranging and recoloring can be performed efficiently.

The balancing of the tree is not perfect but it is good enough to allow it to guarantee searching in [O](http://en.wikipedia.org/wiki/Big-O_notation)(log *n*) time, where *n* is the total number of elements in the tree. The insertion, and deletion operations, along with the tree rearrangement and recoloring are also performed in [O](http://en.wikipedia.org/wiki/Big-O_notation)(log *n*) time.[[1]](http://en.wikipedia.org/wiki/Red%E2%80%93black_tree#cite_note-1)

Tracking the color of each node requires only 1 bit of information per node because there are only two colors. The tree does not contain any other data specific to its being a red–black tree so its memory footprint is almost identical to classic (uncolored) binary search tree. In many cases the additional bit of information can be stored at no additional memory cost.

**Complexity**

**Average Worst case**

**Space O(n) O(n)**

**Search O(log n) O(log n)**

**Insert O(log n) O(log n)**

**Delete O(log n) O(log n)**

## Properties[[edit](http://en.wikipedia.org/w/index.php?title=Red%E2%80%93black_tree&action=edit&section=3)]

[![Diagram of binary tree. The black root node has two red children and four black grandchildren. The child nodes of the grandchildren are black nil pointers or red nodes with black nil pointers.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfQAAADxCAYAAAA9bEWNAAAABmJLR0QA/wD/AP+gvaeTAAAAB3RJTUUH2QcRExkrirxG3AAAIABJREFUeJztnXmcFMX1wL97H7PLghxyI3gR0Ch4EQNeETXeGjXGE423qCHGaKKJaCJqkh/xFo0RY1Cj8Yi3YuKNglcEA3hExQvlVNjd2Xvq98fbyc7OzsxOz3R39cy87+dTn9nt6el+r6q7ql7Vq1egKIqiKIqiKIqiKIqiKIqiKIqiKIqiKIqiKIqiKIqiKC5TCvQDim0LoihK7lFkWwBFKVCGA/sA+wETgJFAecz3TcCnwCLgaeAZYI3PMiqKoiiKkoBi4DDgFaAdqAcigEmRIp3ntQHzgb19l1pRFEVRlP+xJ/BfIEzvjXiy1AE0A/9GrHpFURRFUXyiErgdaCHzhjw+tQOtwBVAiX+qKIqiKEphMhhYhljlbjTk8SkMvAjU+qWQoiiKohQaw4EvEMvci8Y8mpqApUCdP2opiqIoSuFQh8yXt+JtYx5NzYijXayXvKIoiqIoWVCELDNrwp/GPHb4/VYf9FMURVGUguAUoAF/G/NoakTWtiuKoiiKkgX9gQ3YacyjaSVQ4bWiiqIED13yoijucTWwCxLC1RbFyAjBQosyKIqiKErO0h8Z8rZpnUfTetRBTlEKDt0EQlHc4VjbAsRQBhxoWwhFURRFyUWW0ovlPHbsWHPRRReZhQsXmkgkYowxCc+bOHGimT17tlm8eLEJh8OmpaXFrFixwtx1111mxx13TMdCjwBP+Ki7oiiKouQFfZFwrCkb2kSke16U9vZ2c/TRR6fr8a4jcIqiKIrigH2RHdFSNrJLly41M2fONOPHj0/ZoL/22mvm7LPPNltvvbUpLy83VVVVZrvttjPz5s0zxhizYsWKdBr0FmAb/7JAURRFUXKf83DoEJeqQU+WampqjDHGNDY2pnP+RuAIzzVXFCUw2Fxeoyj5wgig2quLV1RUsPnmm3P++ecDcNddd6Xzs5JOuRRFURRFSZM/43BpWToWejyffvqpueSSS0xZWVm6Q+6/9kV7RVECgTrNKEr2FPlxk0GDBjF06FCKi9N+bX2RS1EURVHyhT/ggYUeTTU1NWaPPfYwCxcuNMYYc8MNN6Tr5T7DB90VRVEUJW+YgQ9OcUOGDDHGGLN+/fp0neKO8lxzRVECgw65K0r2vIsEc/GUsrIyAMrL04rqWo7IpSiKoihKmvQDOnDJQn/66afNIYccYgYNGmRKSkpMXV2dmTp1qnnjjTeMMcY89dRT6Q656+ZLiqIoiuKQZaTZiCcjnfPWrl1rxo0bl06D/pTP+iuKoihKXnAZvcyjp9ug77rrrmbu3LlmxYoVpq2tzTQ0NJglS5aY3//+92bIkCE6f64oiqIoLlMD/BhYBHwNhHHo7e5RqgceBKaifjKKoiiKkpQJwE3AN8BiYDpQB9yMBHSx2Zg3AFcAs4Avgf8CFwGbepITiqIoipJj1ACnAK8hQ+u3A5PizhmIDHfbbNC/Aio75SkDfgA8DTQDf0etdkVRFKVAmQjMQRrqt4GzEGs8GWcjVrKNxrwRODCJXGNQq11RFEUpMGqA04DXkfno24Bd0vxtEfAc/g+9h4G/pCGfWu2KoihK3rMDcAvSiL8FnElqazwZA4DPgXb8acxbgCVAlUM51WpXFEVR8oZa4HTgTaQh/xOwkwvX3RxYDbTibWPeDHyEzN9nilrtiqIoSs6yE9J41yON+elAH5fvMQL4EGjCu2H214FNXJRZrXZFURQl8NQBZyDD6fXI8PqOHt+zBrgPsXwjuNOQdyCW/3WIde0FarUriqIogWNnxLGtHngDcXir8VmGA4DPyC74TASx9pcDu/oou1rtiqIoijXqkCVmbyNLzuYgTm82KQWOQ4LRtJH+lqv1iIPdq8DBiCe9DdRqVxRFUXxjEvBnZC34a8Cp+G+Np8OWwDnAk8BKeu7W1g58CjyE6DDCjphJUatdURRFcZ06JKDLYmADEoJ1glWJnFOCbMM6svPTlhXuFLXaFUVRlKz5DjAXmZdehGyUEkRrvFCIt9p/AQy2KpGiKIoSWPoiQ9VLkM1RbgS2tyqREk+81X4/sA9qtSuKoiiIV/cdiDW+EDgZCNkUSEmLWKv9Q9RqVxRFKUj6AecC/0Gs8RuAb1uVSMkUtdoVRVEKkMnAnYg1/gowDai2KZDiKmq1K4qi5DGbAOcBSxFr/HpgW6sSKV6jVruiKEoeMQX4KxIBbQFwIs53DVNyH7XaFUVRcpBNgBlICNP1wLXANlYlUoKCWu2KoigBpwjYHZiHVNQvAyeg1riSHLXaFUVRAkR/4KeINb4OuAYYZ1UiJddQq11RFMUSRcAewN1IBfwisimJWuNKtqjVriiK4gMDgZ8B7yLW+GzgW1YlUvIVtdoVRclZqoBhiIUyCu9jlo9N87wiYE/gHqRifQE4FqjwSC5FiScbq70cf6aA+gCjEVmHoO+HohQUY4Dz6uCZEKwGIoCpgFY6t9isgA118Gox/ArY2aX7liBrwKf3ct4g4ALgfWAt8H+k3wlQFC/I1Gp/Fwkt7BbFwB6lMKsO3iqXrXxNkbyzbZ1/d9TAl7XwMHA6MNTF+yuKEgCKgSNr4O0yaDsAGq8HswDMajAmJm0A8yaYv4A5DppD0FwDnxbLcrBMo6pVINtfGuCYBN8XAd8D7kXWjT/XeZ5aG0rQcGK1f4JEJTw4y3v2K4VfV8Pq/tB0KrTeA2YxmMa493clmOfB/AHMntBQCu21svJjvyxlUBQlAOxeDR8NhvANYL6JqwB6Sy1g7gfzbWisgq+RAC1O9tTuCzxPp/WPRG2LMgi4EPgAWAP8AdjaDaUVxWPSsdq/QZ75dmQLXqeUFsOMcghPhvDTYNodvr+rwFwJkTrpnP8b3UFQUXKSikq4uRJaZ0OkzWFFkCg9AGZTaArJfPbANGQYBiymqzE3wO3A3sB9QAvwLHA0ao0rucvmwJXAV3RZ7TvT/bk3wK8dXHN0CN4ZA+HnXHh3w2AuhvYyaC2HmaiTn6LkDJuE4K0JEP7YhcogNtWDOQqaq2T+PZXTz1hgBT0rtXbkt78DtvI2GxTFV8qAI4D5dM5pJ0g3If4kqZhcDvXnQluzy+/vO2A2g3AInkKXeypK4BlYA+8fCc0tLlcGsekqaK+AehJvdPIdZHlZogrNIFuXKkq+UoXMsSd7/h8EKpP8dq8KaLoTIl69uxvBTJGRttfR3QYVJbBU1sCSk6El4mFjHk3XQ0e1NNybxchwEOIIlKwyM8hc/Chfc0ZR/OMGUj//BvEr6Rf3u+0qofEhH97dFjD7QlONjCbo8LuiBI1auGMfCDt1nMkmXQZttfAOsu7293Qug0sjvY/MsStKPnEJ6T3/Bplzj05b1YVg5e0eWubxqRFxdq10NrevFCBOvKAVd9hvMDywHKr7+nhTA+wN4RfhpXaYRJcFvr7zlHpk3rwNWTcLsBHoAL5AnInafBRZUbxiEnAoMpxehdSD0dcxhHR6y4DazuODgbeAI/rC/x0KP5ibfCjeEz4FtoGmelkv/7af91YUJTEVtfDFcz5a5rHpSzA10IhErFIUxRmTBkJDg6X3968Q6QtLUENMUexTBud9HxpsVAbRNAva68TZR1EUB9TBm3/1cag9PkXAjJeRtENt54WiFDqlIVj7msXG3CCesyFxhhtjO0MUJYf4zmBocCNORDbpITB9JFStovRAvSb9Y79hULGTZSFqgaOhuBxOtSyKouQMNXDOWVBZalmOA4FiGIlGklMUe9TCA1dnOlx30EHGzJ9vzLp1xrS3y+f8+XI8g+s9D6ZG1t8qitI75WXQ9N/e3q2xY4256CJjFi40JhIxxpjE56Wio6PX9/csaC2T8MuKotigCr5+I5PGfPr01BXA9OmOr9kCplw81jeznS+KkgNM3hQae323EuG0QX/ppV7f30dk2P0925miKIXK6DJoz2jd+cqV8qJfd50xw4YZU1JizPDhxtxwgxz/4ouMrPQdxLnmaNsZoyg5wM8Oh3Cv79XSpcbMnGnM+PGpG/RE6d575fyf/rTXc1eBKZI4Er4unVMURdh/c6jPpOE1jY3yoldVdT9eXS3HGxoyatBPkg1XLrOdMYoSdCrhLzOdvmNOGvSKCmM2bpTzR49O6zcheX+/bTtvlGChTnH+MHR4pr+cN08+Z82CoUOhuBiGDYMrr5Tjd92V0WVHQnmlhnVVlF6phM2GenmDqVOhthaWLIGPP07rJ4OhFY3gqMRh22mzUKipy7TzNH06fPEFnH46/OQnXcdXroRLL+1q2B1SC5RBv+aMfq0ohYOBPiEvb3DYYfL50ENp/6QGDPIaK8r/UAvdHyIdmf6yqAgGDYIBA7of799fjhdlFjQq0u1DUZQUGM+uXFICBx8sfzto0PX9VRKhDbo/NGyQmOjOufpqOPtsmD8fttwSyspgq63gX/+S41ddldFl64G2rjjuiqIkoQg21Ht18SlTpLP+8ceweHHaP2uQ8K8bvRJLUZTkfG9EpiFf160TZ5mBA7sfHzRIjq9dm5FT3NHQDPzSdsYoStCpgFt/4ZVT3HXXyXmzZzu6foXMoY+1nTdKsFAL3R/eXQlVrZn8MtTL7F1v3yfhP1IhaAhJRemFFvjPEgmX7D6HdoZldzDc/hnQJnX3h57IpChKakKw6qVMLPRFi6QH/8gjxmyxhaxD33JLYx5/XI4vXOj4mg1gSmWr1MG280VRcoAJddAUcdtC32knOWf1amOKi9O+9j1g+uoWqopijxDccTG0O27Q991Xwr0moq3NmKlTHTfoj4HpA/+1nSeKkiMUV8KGt9NtxJMRf/6sWXL8ttscvb/HQ1MpzLSdKYpSyOw2BBoc9fKjafJkYx59VObL29vl89FHjdl1V+fXAnMEhIvh57YzRFFyhWq4+afQ6mqDvny5HD/wwLTf3SYwVeL/soXtPFGUQqaoD6yYn0mD7mL6SiqEMLCp7QxRlBxiXB00hi2/v7dDpA5etZ0ZiqLAsRMzDQHrUvoJtNTAzbYzQlFyjX7w1B+hw9a72wpmqKw43c12XiiKAif3gXf/luk2qlmmZWAqxDofZTsjFCUHObQawqssNeiXQVs1vGM7ExSl0CkCrgU+Bw6pgfAnPlcGzWDGQkMRLEOG7DaxmiOKklvsDnxTCvP3gsaMfGGySG9JZ7wJCQY1025WKErhUgr8FXifzv3HK+HX34bGRp8qgwiYH0JTH5gPVAD3IT39IbYyRVFyiIOQoe4TgfJaeOeC3hzkXEyrwQyDxhI4AfgWshT9esRQUBTFJ6qAR4B/090JrbgGntoDwn442cyA1hpZplbXef8S4FbgI2BzPzNEUXKM45DG/JCYY8OrYa0f8+nrwXwbGqvhTzH3HwW8B8wDynzMC0UpWPoAzwMvAn0TfF9eAy/uBOG1HlUGrci+59WwEojfwbUIuAr4Et1XWVEScS6wAdgzwXfbVsE3F0O7V8PvK8BsAeFq+DvSCY9lU+At4FHEcFAUxSMGAW8CjwHVKc4rr4b7N4WmV1yuDD4GMwHCIVhC6iVqFyDzct91T31FyXlmAmuBnVKcs0U1fDYVmla7/P4+CqYGmqvE9ybZ0Hod8EJnqktyjqIoWTAKiZF+F2kOhxXDOWXQciq0ZlsxNIG5EjoqoKUS5iBz5r1xKrJz0/4Za60o+UERMj/9GTJf3Rt9quGhWmi+FUybC1b5YdBcDo3AkWncvwqx0t9CY0soiquMBT4FbsD5xjdjQvBUBbSeB23/cVgRfCENeWQTaArBUpxb3Ecic4U/cvg7RckXypB56fdwvrTzwGr4dCiErwOzzuH7uwjMNGgtg7YqMQac7LOQjdyKoiRgR2ANcHmW15kQgnvKoHlzqD8X2v4CZgGYD5FIbx+CeQPMvWAuhshE2FgKbbXwHHAAmXu/TkUs9TOz1EFRcg03LN0S4Ee18HoZtH0X6i+HyANg3gbzUef7+wGYF8HcBuY0aB0CDRXQUCmOqltmeG+nIwuKoiRhT8R55jwXrxkCDiiDP9bBompYWyJbnppi6KiCb+pgSTX8GTgaGODSfScB64BLXLqeogQdL+aihwEnhuDuPrCsEjYWQQdgSqElBKv6woJSmAXsRXpTY+kwk97n/hVFScIhyFD1CbYFcZFtEM/42ehaVyW/yUdv8ah3/l62BVGUXOJEoAE42LYgHjAaWbt+Bz2XzChKPjCK/F3PfRxSNx1qWxBFyQVmAN8Ae1iWw0sGA4uBfwCVlmVRFDcphIhr0Qh3J9kWRFGCzG+A1cAOtgXxgX7AAuBZoNayLIriBjsh88wzLcvhB7sjhsdPbQuiKEGjGLgJ+ARZolYohICngNdxz/lOUWywF+47sAadicAq4ArbgihKUCgH7gaWAyMty2KDcuBeRP8RlmVRlEw4FJlXzicH1nTZGjFEbkZ9YpQCpxp4HAnnOsiyLDYpQaLPrUAqCEXJFU4ifx1Y02Uk0iG/B+mgK0reMozEw8l9gZeRjVb6+ClQQClC1s6uQobyErGzf+Ioyv/YPsnxn5L/DqzpMhB4A3iSxPtMjKKwjRYlT7gBODDu2GDgbWQL1HxZo+oWP0Mqyd3jjlcjS4HUAlD8ZAfggQTHr6BwHFjTpQ8SVXIB4vQay4nAH3yXSFFcZCTQjKxHjbIZ8AHwV6DUgky5wMnIspiDYo4dDxjgbCsSKYXKY0CYrq2KS5D54kJzYE2XSuBhZFlqbNz4p5B8dBJLXlECxRykEWoDxgHjgS9IvXWhIhyOzE0ehwTneA/Jy8/RteuKP0xCnjkDXIWMDt1D4Tqwpksp8BckgNRoYDIQQfLxWotyKUrGjKYzRnpneg/ZH/xSm0LlGHsjm7o8R1c+GgpraZBij6foeuZagUXIPPFAm0LlCEXANcCXyGhGNB+bEL8iRckp/kz3RsgA76MOcE4oAubSMx+/JLHjjaK4xWR6PndtwP42hcoxNkVG1OLz8UabQimKU7ZAXv74B9kgS7N+gPN9zQuNiUgUuUR5aBDnOUXxin+R+LlrA64G+tsTLfCUIU5wq0ichy3olIXiA1VIr3IM8sJm6lF9J8kbomh6G/h2lvLmI3WIw2Bv+bcKqMnwHsWIF+5oYCgaejafKCH7st2D3p+/BuAc1Bcmnh3p8ndJlW7N4NrxZZvp+6/kKdsDFwIvIjGY4x+6DmS7z0eBM0mvV7k10J7gWtH0Tue19GFMzR7AfXT3Q4hPF6V5rU0Q57p5wEckHj3ZiAT4mYUsmdMRlNxgE2QFxF3Ax6Qu29+QXtm+kOAa0fQN4tilHu7JCQGnIUZLsnxsRRrmVPRHou/djYxsJqpXNyB+DZcDU9D3tuCoAM4APkSGfprovTcZ7ZG3IXHHDyV5z/zuBL9tRcKb7u6FQnnOUGSzi5X0zNf1pPZJ2AVZQtOGLIOLetqmSq3I8pq1wG/RodWgMgmJsthK+mUbfd9XIw3AJgmuOzXJbxcDp6Mdcad8F6kTW+iZp3NT/OYpnL23Lch7uxr4NT3XwSt5yA+BdUAj6TXiiVIEqRTeRR68WLal+8P3BeLVPsRDnQqFMuAoenq8X5Xg3DHAM8hLnmq0pLcURuII/BINaBMUtkCegVayL9smZJQntmyXxpzTiixTm+KxToXApsDFyNay0fztALaMOWcrZHSkpfO7bMo2jPjZaKyPPKQ/EpIwXWs8ndSBPHjXIY0NyHC6QSIlHRFzXHGX8cga/1akF9835rvTkXJJNVSfSQXxATrMapsz8KZslyMNywmdx9YDv0KDoHhBCRJj4hUkr1/tPH4OUrbJnIkzLdv/IJ1AJU/YChmubca9ByX+oXkdmY+/BdjVH7UUpCG/BDgaqShux91OW2xq77z2Pr5opsRSgvg/eFW2bch7/DfEv0WtOn+YgoTGfhhvy7YR2NMnnRQP2QZxYslmaC6d1Ix4dsZaiop/lCCOi2G8LedoWRfyzlp+U4LMlftRti10DzeseEspMnLq13sbv6eGkkMMQxybspmLcfrALEGc7hR/uY3s/CKcpjDq4OgXd+Bv2TYhzpSK9/wd/8tWd2zMQUqBt3B3ri3div42H/RTupiGv5VCNK1HHH0U7zgd/8s2gjjOanhXbzkbO2W7msSrG5QAcwmyzMzvSt4gD+m+3quoAMOxV84twNPeq1iwbIbdsn3Mcw0Ll83xZ5g9UWoGHvJeRcUtRmKvIoimlejQux88gbtesU5TPRrb2yuewX7ZqgOkNzyP935NvZWtOsnlCH/D/6H2+NSA7gjmNTtjv+NmkOhkGv7TXSYTjLL9L1q2brMH0qDaLtvlHuupuMBIvFv+4DStRdehe8kzpBdByuu0EYkcqLjH8wSnbA/wVtWC4xWCUbY6ApMDzCQ4DXo9ugTGK4aQOJSkrfSCt+oWFCMITtlGgH96q25BMZpgle0T3qqrZEtsWMG009ixY81FF11kFi5caCKRiDHGuPXAqPOFN5xHLx6yTsrUhfJvRz1n3eLn9OIw5aS8kpHq+nEpPhKhkjm/JIXBtcsuu5hbbrnFfPjhh6a1tdWsW7fOPPHEE2b33Xf3smx1p8WAMpwMnWiyfChSpQ3oHJwXJNurOqMydaH8NyJ73CvZ8zIel63D8q0HDvFL+TxnEQ7L1RhjOjo6zOGHH+5V2X7fR/0VBxyBVKyOG96lS5eamTNnmvHjx2daoSdLbWgcYS/o1anGSZm6UP7twGyfdM93el3O5KS8XHif24Cr/VA8zymil/DbCxYsMNOmTTMjRowwZWVlZty4ceb55583xhizfPlyr8r2N/6orzjlYlyYn3G5Qa9Hww26zQAcOtU4KdMsyv9ZrxUvAIbiMLKjDw26QeMNuMFIMojaOWzYMGOMMe3t7V6V7aOea54H2NhkfhTB2+KyCAlBq7jHUGRZYtAYYVuAPGAo0il3nXfffZfm5mZeeeUVpkxxvBuqlm32DEcsdEe0trZ2+0xElmU7yukPFH94ABesapct9DBwgbdqFxyTcRgy0icL/UuvFS8A9sTh+vN0LfRYmpubzfbbb++kbD/zRfv8Zh8yWH9+1VVXGWOMWbBggVdl+5E/6itO+TvBbNDP91btgiOoDfpKrxUvAHbH5QZ93rx5Zuuttzbl5eVm0qRJZunSpcYYY+6//34nZfupL9rnN1Nx2KAfc8wxJhKJmLa2NrPbbrt5VbbaoAeUOQSvQW8ATvNW7YJjGxzube9Tg/6e14oXADvgMI6E0/KaOHGiMcaYVatWOSnbpZ5rnv98Bwfx24855hjT3t5uIpGIOe6447ws23/7oLuSARfhsKJPlFxu0OuB/bxVu+Doi4dlmkX5q+NU9gzEQ4dHwJSVlRljjGlra3NSto97rnn+M4w0neJOPfVU09HRYSKRiDnttNO8LtsHfdBdyYBDyXDZWmxyuUFvR50uvOBrgtWgtwNXea51YeBoWNZpeU2aNMkYY8zKlSvT/Y0ubXKPXi30GTNmGGOMiUQi5swzz3T0HmZQti3ApX4orjhnIC7s4ONyg77WY50LlccJVoOuyxPdo9egQaRZXo8++qjZc889TSgUMpWVlWafffYxH330kTHGmNtvv91J2eoomzu8SIq8vvjii//XmJ9++ukpy8Wlsm0Avueb9opj3ieLRjwZmVwTGV662x+1C47T6cV5ykmZulD+rUAfX3Mgfzkbl8o2GStXrjTDhw9P9z1uBUK+5kD+MoMUDq29MWDAALfLtgWo8jcLFCdcgEMPaLxr0OuBvf1Ru+DYhF6CCDkp0yzLP4LOsbrJIFwq27322ss8+OCDZu3ataa1tdWsWLHC3HzzzWbo0KHpvsMR4GFftc9vUm6q1BuxDboLZduBrIxSAsxAHHhSepw+x06AnULhAVyYYnEhacfNfR4lg6hiHqR6ZCmd4h5PE4yybQC+67GuigvcjP0t+uqBaR7rWeiMJ4PRGA/SO14rWoBsh/2yjaBLmrxgRxzGGvAgRYDXvFZUcYeByC5nNh+W94ESrxVVmIcLSxWzSPXI+lrFfe7Dbse8HtjFcy0Lk39gt2wbkJgHSo5wFvZ6gWFgkvcqKkB/7HXemlCnRy8ZSAahQl1KTcCd3qtYsAzGXtmGgdu8V1FxkyLgGfy33hqBK3zQT+niQPz3m+hAfCTUs91bDsX/ofcOJNRrjQ/6FTJHYee9/Rio9kE/xWX6Av9Flp348bA0AfPRoXYbXIa/lUMDsK0vmil/wN9GvQEJL6x4j59lG0FG87bwRTPFE4Yjm2Z4PV/TBixCe342uQnvG/VI5z328EclBRltux3vy7aj8x6T/VFLQcr2MRyG+80gRctWg8jkAYOBr/DuoWnuTKf7pZCSlMvxrvPWAqwHdvJNGyVKEXAl3pftRL8UUgCoQ0ZR38C7sm1GInY+ikQhLPdFM8UzJiMOGA8jw+9uNextndc7H+n51QMTfNJJSc75SEx/R7t29ZKakN3UZvuoh9KTw5EK2s2ybQWeRzr+in8UAY8g4WDLEH+JBtz1e2oCnkMcLKuRpWrqEJfDDAa+AE7t/H83ZElZE5k37O1IJfAssFXMvS4EPkTm7hU7jATWAD8G5iKdrmwqiDDSuz8B2BrZFOZQ37RR4vkNsBy4CynbbKy6RmAd0vk7wU8lFAAuBr5EosdFGQT8lezLNgysAo6Ou+dw4DNkZ04lxygBXkDm32IpAg4BXkIa53p6b9yj57UiEcp2TnC/ImR95SOdfyv+Uo74MVwfc2w0EmhoI9L7T8dBMnrecmQapSLmej9AGvUtPdRDScwBwDdIxwpgc2AOUl5Oy3YZ0skvB/ZBng91cvSPfZCO9pQk328J3ILzsm1DAj39mORD69siznE/cEEPxUd+h0R6SuWotilwPBKgZBnd10ZGkArkLeBGpBPQ2zKl6JzQL7MRXMmIG4FXSfwilwF7ArOAV4DVdA8b24yMrjyMxDDYOsE1ovweeBt1gPST0Yg1fUSC78qRKa9ZSPmvIXHZ/gM4k8Rezr9CRu7q3BYRpw+wAAAeQ0lEQVRc6cFI5P2bkca5FUhY5auAhchoWWzZNiH17T+AM5BOXjocjHTiNHBQjnAYYkmlW8DxVGZx7+2Rh0Xje/vHsUglMcLh7ypwPpoSHfm5w+HvlMyoBN7Euf9CJemXbdTb+kEHv1GcU47MY99HdvmcTf0c5SwyqzMUn9kSacwPsSjDScjDMtyiDIXCtkgHah8f7zkYWQ55mo/3LFRuQ6bHyjy+Tz/gI2THRsUbbkFGQmttC9LJTcASdGQmsFQDi5EhGtv8CViALpPwkjrE+/xXFu49BXGs2tHCvQuFk5Elp0N9ut9EZC52N5/uV0ichHS8v2VbkBhKkGk2DQgWUO5ElikEoXAqkPWV19oWJE8pAu5HhkptDZOeD6xAYsor7jIB8WnZw+f7nkJP72slOyYgHaUjbQuSgDrESr/JtiBKd85AlqhtaluQGDZDnHnil08o2XM+MkTaz6IM0U7Fk0CxRTnyjb6II5ut4e/bkfXRpZbun0/0Q8oyyDEcosvZfpbke323PeTABMeie+wGMWzj9xFLY1zc8WJ0TXOm7IaUdxAie/UB3gUutS1InhANOGLTQa0aWSET5EYoaIxKcKwIeJzc6BztgkwJHJzgu2QNveICi4DdY/4fgAx7prMMwhaXI+uaY51BDkG8pRVnDEGGRE+xLUgM45HKYL8k36vndPpcTDCWkI1BwsEmWiqn9OQ5ejouXoo4j+ZKFL7ocrZYv5gxSJCbRB0WJUuGIevD/43MUZcAT5H9MgivKQGeRuQEqaw+QDYNGGRLqIAzmp5DXaVIbz8+WFAQOBZZJxv/4g8ica+/0Bmf4NjeSIW6nc+yJOMgugeziSUoMgaBbyHrws+PObYfsk48WfCYoHIhMvweXaH0IKLbxdYkymOm0xVU4B4SW75BZSDwCTJ88zhdegTJ0gwSv6Gnxft/9B4syCY3Aq/TfWXDb5FwlkoXZUhwnliLbjiy1PNEKxIlZxbwH7o/cwORgFOKcDFd4XQnIr5Dawn2qGkqosvZfkVXPf2+VYnylH/SPdxfGxIBLFc4nO6RjgzSuCs9WYo03tG5tyPILliQH0TDz97c+f+2iJXyNd6vo84l9kGe/WiFX44s8bzFmkTJKUF26ZoXc+zPiPxjrUgUPF6nqz5bgxhZ96X8RbCpQqZx48PLfseiTHnHJiSO6duAxO/eje5xt4NCCNgLqawS7RLVTG6MMPjJVnTlzw3IkOc32A0WlC7R0JY/Rbx7o3pMtSlUwLgZyZMW5L29FlniGcT3F2Ta5HMkutiP6SrTX9gUKiCMoudeGBFkZCrX6rU+yEY9y0gcL36OPdHyjxPoPUD/fdhdxhRPf0Sm3uT+oS0BA8rP6Z4/64E/WJXIGZfSs5K70apEwaEYcZSK7dDWI8O0QWYK0gHpoEv216xKFAzOI3m99jWy6+FJJPaZCBJHIvVMqnp6PcHtdOYcUeeERGkFiZezBYUDSTyEE01/syZZMHmVnnn0LnAc7sRxdpsQsA2yO9sCEpfxFwTbcdMvvkPi/HkcmT4LQlCoWCqR5aWL6ClzBA3v/DypG8EOpDObC9tKD0GmU2I7bfHpKGvS5RHVyB638ZnbhlhuNfZES5sQImsbPfXYgLOe3xBkfnYHxAllJMGrCDNlKKlfqEbgCRLvmmWLIUinrLeRmEm2BAwQv6N3K+gy7D/PVcjUQCOp5Z1uS8As6Id4pu/QmbYgM8tzID19gmLT2+TmjmYTkGV4iXR61OG1BiCjE9G8Ho2GA+cwembs60jG5xoTkKG6eH2+n+I3E4vhsjp4sxyaiiFSDc2DoDEEzaXQXgLtfeCDCplz3pfgB3JIxhmkrkAfJbhrQvcHPia57FfbEy0wvE/y/FmDTK0FZSSjGDgH6XAnk/mf1qRLn82AGXXwr4pOXaqhpT+E+0BTObQVQUcNrAzBXcAxpGckxfoTxKZ6ZAlbrtZBUQ5DlhfHG5GpopGOBX7eF16q6NyOuxqaB0C4FprLoK0YOmrhs2qZjjgK6TwWFPfQlaEbgXPJ7XB8xYgOG+nSa27cOeXAqSFYEYLmE6BlHpjlYFrAmJgUAfMxmMfAzID2odBYCRtK4Qqkh5hLzCdxJbGSYMaCjieEWKGJRmLesyhXEBhP4rKNINvRBvVZHUbyKb9WxGE3aBQB+9fColJo2x8abwLzJpiGuPrDgFkF5jkwl0NkW2gohZYqWW6ZaA1+lNjlt9H0CMHtcGdCGeIMuYYuHS+MO6cY+EEtLC6DtsMg/Ccwb4MJJ8jrL8A8A+YSiGwBDeUQrhSn6c181cwS5XR5t/+D/JqzGo7oZBAP+Ggn5eAq+GoLaJwHpjnBQ5EqRTpfzr0gXAbNxeJklgu95b70XMkQnYOzHTnMKduReCQmPgRwIRG7rje2k5MrS08PBj6lpw4n2hQqAduF4K1+0PQ7iKxzWH+YTsPhJGgthbZK2cI2fg68D93f1c+RZbn5Sl/gj0h9tD7m+HdCsHwQhG+AyDcZ5PXbYH4oI62tFRJuOBemkDNmf2To4ljbgnjINDpDh1bBXbXQ/OfOhtnpwxGfXgSzBYRDEhxjtF01e+U4uleUi8nttZ+Jhmx/bVUiuyyhKx9agJkE08kxFTXANXSfO37YqkRdFJXCL8qg9RfQnsg6dJo+BDMVmqokUExs1Ldz6OpwX0vuLVHLlB2QUcQJ5XBFBbTOgo74UdNM0lIwkyBcJaORgdqWOdEc2ObA9zK41hhEweYs5PkUCREbZLaohH/uAJveD5VuBj9uAS6E9jnQ3CJBPV518fJu8jLwXaSsZyKR4dptCuQSw5DoUwcDq8id2NZuMgZZlw/wEnAasnIhV9kBuBVxSm1HRpDCFuUpr4Z7+8O+D0OV285Ft4I5B9o64OwOsdj/hTjmfh940+XbBZ1QCB4fAjs/ClVuRhcywGyI/BLaW8WIvd/Fy7vKLETeBp9TS+d9g8ygavjsZGhpd6GnlyzNhUi5DO3vYVvhBFQhFeNipPLPR05DttMdaVsQC1yJ+BWcQXCc3rKlFOl4tgPHW5SjvAae3QnC6z2sPxaC6XTsOhdxiLO9EsEG1SF483vQlMgXwa30TzBV0Fwio5bWSfTCXglc5LcgnYQRZ6UgEqqBxdNgxPU+LGd4CPgRNLbAzkhEJC/YFOe+DtsAI5C9xbNhBdJoesFWZD+0WI3Mx6108BsDvIM0iLYZjIw4OOVwZM3y+l7OS8UKvCvbrcl87nJTYHtkAyanRJDpsIzLtgbu2w4OfAaqvHaXXgrsCs2NcFJH4cXPKK6BpybD5EegyutYzguBvaClSeKYBG41xZXQw5nEr9Tog34ZUQP3HQ5NbsyXp5uuh46QVI5ebXKyAsn3Zp+TQd4DLwh1Xr/dkl4neqSXU1Zjr2z/5ZFOAy3pFNUrY+u+DM4aA42ZOGNlY6lXSZ2aygM+76iES7eDxkYf8/ppMNXig5NJJ9pTtEHvySEjoaHexwckmo6QNag3eaTXYuyVtVd7zNdZ1GkjcKZHejklNj6938mrBn2kRZ2yKdvNQtC4rJd33Yt0HXTUyXueL9MnvbFtH2j8xEJe/wpa6yTQjTVyeY24X1TXwJ/ukSF33/kTVBVLEI9tLNxeUZQs6Qt/ugzKv2Xh3tOheCyMKYOTLdzeb4r6wp3XQ5UN55dLoWxT8Xq3tjmV4wbdGMO0adN6HOvt71ylFM7aC6p3tXT/vsAsqK6TJSeKouQWu1bAd86zFF+iCLgJasoliFK+hzI9YBBscbyl0YgS4Aao6SO7iloxljO66QknnMCoUaPcliWIlJXDL2dadtQ7CYqKJL64WumKkkP0hct/DdU2o0VNBHaE8hKJo5G39IUrfgM1NucWpgIjxA6zYqVn1KBPnz6dOXPmUFyc9yP23x8JZbYD0VcC06Cs2uf52XwdjclXvZyQr3kQML2GhGHKcQGYvz4HamplGVu+8q022OpQ21IA50JtX/iJjXtn1CIvW7aM+fPnM2PGDLflCRS1cNLJ2VjnEybAAw/AmjXQ3AwvvwwHHZTRpY6RWMU/yliWDMnX0Zh81csJ+ZoHAdLriKmyGVNidtkFbrkFPvwQWlth3Tp44gnYfffszk3AgUBYlnNulpkqwaYYjj4KipPOKTjJv1Subx0dvcpyJFAPuyK75VknpZe7kW6tKSoqMk8++aQZP378/47Ffh//d5opSF7uRVXwzZuZej0efLAxra0mIRlcrx3ZDQjZOMMtUnq5G2PMuHHjzJNPPmmKi4tTlm8GZW3Ny91DvXLGy93jsrXm5R6ksq2DZ25I9V4no6PDmMMPz/zcJGk3Cc394+yKIJj0hbfv8TqvjTHmpZfSyutvyfPi+7B7xmPmxhjOOOMMbrrJqxVV1hnVBjXbZfLLwYPhzjuhrAyeegq22QYqK2GHHcRiz4ASYKIEtdg5owtkSL6OxuSrXk7I1zwIil6tsGPKTcZfeQVOOglGjoTychg/Hl54AYqL4YorMj83CXtATaWEbM43SuphXMqK0Un+FRX1TPfdJ9899FBaAu0O1cUB2d8iLQs9mqZNm5ayBxxPqmsTLAt9vzFQn05vrEe67DJR9r33jKmoyMzCT5DOgvZid/fq7tVCB89GY6xa6B7plVMWOt6VrVUL3SO9nJZtHWA2OH3Phw2TuqO93d1zwcwDU5ef8dxHl0F7h1d5XVFhzMaNcu7o0Wld+3owfQKyL4kGlhGmTc60QV+0SAr/3HNda8wNmCvAhNwN45hWgw6YUaNGmRdeeCGvGnQP9Mq5Bh1vytZ6g+6BXk7LdmwltDp+zwcOlLojHHb3XDDPgqmBL7IsgyAyeSA0epbXBx4o5y1enPa1/w6mr4SB9pW8d1PPglCfTPNnq63k89VX4cYbob5e0j//Cd/NfMSrD1DUc79jX/jkk0+YO3duynOMMd1SLpCvejkhX/PAsl41VZnsQHj++fL573+7ey6yuUGHd2GkbVJTK7H2nZFu/h12mHymOdwOktcmIPulq4UunDkVGhz3+kCGcIwx5t57TQ9aW42ZPDkjC/2PYPrAYy7qqKFf3U05Y6F7nDT0K2xfC029vdPd0jHHGBOJGNPWZsxuu7l3bmd6FUy17Jeeb+w9wuloarr5V1JizJo1Undvt13a138MTJ+ubYh9I5EFGu1VNvmcIFi9x40b5UV2TlOnOqGQWOtlZfL5xBPy929+k5lAQGt2u2ApiuIPDc2y1DQ9jjlGHGlBnLdefNGdc2OoB0plq+p8oz7sZItYJ/k3ZQoMGAAffwyLF6d9iw1AsXz4SqIARtfgnfXUG6ss3TcRn67IdMj9889h7Fh5WNaskWMffCD/r1oFO2fmqP4BtDbD+xn9WFEUP/m0HYq+QvaxTcmpp8KcOeJNfcYZMG+eO+fG8TFQDJ+k/YPcYcXXUNmMBOFKidP8O/xw+fzHPxwJ9AnQbsFCT9SgryOAe7paYNlqqAqTwbDBa69Jg16UJEBUhnN1i6EFeDejHydmMDIK0eriNdOhAujv8T1ayXSEJXOy3YPdTTZF5hX93pu9Au/yIVqeLR5dPxW1OHueWkPw1XIYmrJBnzEDZs+WOuHss+HWW905NwHLoaMB0ptwzy1WlUH4PQilXGacSf4d2hl7zsH8OcA70NIAbzn6kQvYDDEcdNbVwucLYMRUp7/861/hhBPg9tvhJz+R4ZoxY+Caa+T7BQscCxMGlkvf4mXHP07OiUBGS+1dwKv90DcA07HnkPKIpfvGcxSwraV7O3/A0+Nz4Bzs7a3wsJOTDTz3EhyzZ7LQrxdfDL/9rTQwZ54pkcyS4eTcJDwN4XbL23t6RSW8+jLsnbQyyyT/dtoJRoyQUVaHdfaz0IG7dbWSLVVww4xMlp6AMXff3dMhzhhjGhqMmTDB8fUeESeLD2zniaIoaXPUdrAx6XvdGwMGZHZugrQKTJmMWllZJeMDqZ2YM8m/WbPku9tuc1RXvw+mXBy88313u5xjx00g7DhgARhTWmrMhRdKcJmWFmPWrTPm/vuNGT/e+bXAHAaNxXCB7QxRFCVtqsoh/GEAGvRrIVIXkEAnHjGgHFrWuNmgL18u3x14oKO6+hJoD8EdtjNESUAdLHsgkwbdxbQSTJX0+AbYzg9FUdKnBm7+CbTYrD86wIwQJ/fv2c4PL6mDB2ZBu828bgbTX+rq7W3nh5KYg7aG+oysdJfS2dBcA9fbzghFURwzPATh1Rbrj3sgYiNqmQXG9YXGeot5fT109IVnbWeEkoK+sGgOdNh4QJaAqYFvyN+5L0XJa0Lwu2MyCU3qQqoHM1Cs85T7xOQLfWDuudBsI69Xg6mTdf5jbeeDkpqx1RBe7vMD0ghmDDSUwUm2M0BRlIypDsGX90LE70bmSAj3gb/YzgAf6VcNX8/3OZ8jYPaCxhD83nYGKGlQBmePgka/hs4i8jI21zpcKqMoSiDZuQbCi31sZH4nzlkrsLfMzxZT6yD8gY95fQG01sq0hnq25wrVcNt20Pi1D435KdBSA0uRPVkURclxyuCUPtDkx0jf7RCplJgMW9jW2wblcPFwCK/wIa//Dzo6Y+QPt6234oySGnhoKwh/4tHD0QTmCGiuho+AgbYVVhTFPSrgZ7XQvMBDY+BK6KiQudzMYkznCZVw1QBo+rdHed0B5kJoq4KvgW1s66tkRnE13FwDzY+4/IAsBzMWwiFYBPSzraiiKO5TAieVQ8vvocPN1TNrwewPTVWwEm1gACiDGeXQMgciERfzeiWYPaCpWkLkj7atp5I9Py6BlkOg+aMsH45vwJwG7SXQXiFOFRqSV1Hymx2r4ItvQdPLWdYfbWD+BKYGmithProiJp4plbBmFwi/kWVeN4P5o0xntIbgbwRkz3MlO0qAZ4D7quDOUmj7IbS8gAx5ObHIfw4dVdBSJZsmNAD72lVNURQfKAIeKoLXyyC8K4T/3tlgpFt/rAIzG8wQCFfLBl8PILHa099KtDDYBPikFB4ug+a9IfwomFYHef0ZmCshMgCaQvAesAyYaVctxS2uAJbQtRHb6Aq4rgq+7g/ho6FpNrLJ/WtgloJ5A8x8MHPAnAVto6G+VBzf7gd27bzOscAaYKQFnRRF8Y8LkO01+wJ1xXBhCD6pgpZ9oGEWmPvBvALmHTBvgXkBzF86jYDtYGMJtNfCS8hGPMVIfbQEuMqeWoGjCHgC+Hvn3wNL4dIQrAxB84HQeBWYh8AsBPMfMG+CeQ7Mn8H8FNrHQ30JtNWIEXdQ53XGAxuB/axpprjCQYgTxFYJvitBAjj8og88VgcfVsO6CmishA218FkdPFcKVyOWeKKdWW9E5tB1+YOi5Ce7IcFeJiT4bixwVgju7QNLQ7CmAhoroL4GVtbBwgq4GTiSxE6zWyH10yGeSZ9bXIpsOR2/WqgI2Y3wvBp4oA7eC8HazrzeWANf1MErZXAdcBiJfZp+hHi3j/JSAcU7xgDrgR94eI9ypEG/0cN7KIpihyHAl8DJHt7jB0ijvrmH98gF9kWs6PEe3uN64HXUAMs5qpAN6//gw71GIkPvx/lwL0VR/KEMeBH4sw/3+gPil5NoFLAQiNahx3p8n3LgVWTURMkhbkdeRr880PdBepfb+nQ/RVG8ZTZiFFT5cK9SpL663Yd7BY3oKKdfG1qNAFYDx/t0PyVLTkGGyYb4fN9fIR6VdT7fV1EUdzkCWIdM2/lFdHj/VB/vGQRuQqxmP4fBowbYt328p5IBE5HlZLtZuHfUQ/P+zr8VRck9tkZ2TDzAwr2nIPXXDhbubYPjEWt5hIV7XwK8jxpggaUfEoL1AosybIJEIzrfogyKomRGNfAf4LcWZTgfqUM2sSiDH2yLWMn7WLp/EfAY8CBqgAWOIFnHOyC97CmW5VAUxRl3I+uXbQZ7KULqsSewX5d5RR0yPfkry3IEwQgseCYlOBa0+evTkBjNgxN8N9lnWRRF6aKUxCFApwOfEYxNllI1eKXkzq6OidaDB63Dkmqatr/PshQcWwMvxx0Lqod5Ik/7vYDH7YijKAryDsavK5+EBI/Ztefp1kg2JH0ocIL/4mTE5cBmcccuIHhTCskcqf+Infn9guFCwADHdP4f5CUI1cja0uha+PLO/5uBWltCKUqBcx3wX6Ci8/+BwKfAudYkSk6801gJUoc8aE0iZywF7oj5fzegkWA6/cUbYCOBMHCONYkKgIVIg/4NsFPn/0EOErA5EgXqCOTBNp3pKIsyKUqhUoQMqxtgDtJAPo3sxBVUYsNLX43I3kjwg9BsjcgaQULfRpflnWJTqBRUI3EHZiN5/TIi/79sCpXPDEMejmij2Ax8QPDD+B0LtNIltyHYFYii5Cs70f09XITsxBXkbTWjgVcW0V32w2wKlQbR0dRoXb2M4AfOGYMYYG/RJXsbwZoeyBvOpvsDHU2PA98HKu2JlpDNgF8iQ2bxMm+ga8hPURR/uIKe7+LbBHtFyk5I4JV4uf9iU6g0iI6mxqZ5+BusxwnFSFz9r+gp94kW5cpbniFxgx5NDcCPrUnXxUCkk5FKVoN0QhRF8Y9lJH8f3wVuIBiOcdshoVAXk1zedUi8+SAylO6jqbGpHXgBuBIYbkvAGA4H5gKfkzyvH7ImXZ7Sj57D1rHpNWB7a9L1pAQ4D/GcTSbzrdakU5TCIzqnmyx9DZyBWGpB4DBSNzIG+J416VJzFqnlXg7sbk267pQDFyMOcMnkDQMhWwLmI8eTOKM3It6pQXkJ4xkO/IPEsn9FcOVWlHzjFySvsP9G4pgRtukDXAt0kFjuG+yJlpL5JJa3GdnzPIh+T1sC/yT5M3K4PdHyjwfpmcEPIo5yucBhdHnXxqYgz90pSj4R71RmkChh+9sUKk12Qub64+X/nGAEZ4kl2Wjqs8goSdCJLhWMl/9Om0LlE1VAE10Z+xlwiFWJMqOWnr3t2VYlUpTCIH6FTBvwO4K/9CuWUiTOewPdG5qdbQqVgPjR1LXANILX8UhFf8QjP/aZ+Zrg+izkFCchGdoBXEOwl5ikw050ObustyyLohQCP6OrYl6EOJ3lKpvR3en2WqvS9OQ5RK4I4okfhFC6mbI74iwZzWtbG8nkFfORIZAdbQviIqWIhdAGTLAsi6LkO58i79o55I/fypGIs9YG24LEUI0YXqsJrsOeUyqQ5Y4RZI7dNXJpyCIR2wMDHP6mCJiKROvpyOLebyJDJm5TDOxB5pXEpsAg4J0Mfhtd/mEyvLeiFAKbALcgG528a1kWtxmCNDZXI5u52Ob7wL6IA2KTZVncZldkA59jcanOzfUGPTp35XdB9wEuA2Z6cO1JSNCHjR5cuzf6IPNnr1u4t6L4zabIypBGC/cOIcP0Szy49pHAffivVznSpiSaFz4UWXvtt0wlSICwcqStcJt7kbDbfusVQsr4h7EHSxOfmzM0IQ5ufjsWtOJdVLZSZK25je0MG9Foc0rhMKjz08Z6YINskOJFg745MpwbpHXOY5EG1ZZM1XgzlbBN56cNvbaJP5Avcz+KoiiZ4IXVlg5hj6+fzXSiV7TaFsADWoJ0b23QFUVRFCUP0AZdURRFUfKAvG7QjTFMmzatx7He/g46+aqXoiiKkjl53aADnHDCCYwaNcq2GK6Tr3opSpDIx85zEHUKokxu4Ldeed+gT58+nTlz5lBcnF+q5qteihI08rHzHESdgiiTG+SrXl6Qans6Y6TLY2bMmGHOP//8bsdS/Z1GakH23vWCycgadBt6NXTeX1EKgW1JvYWyMcaYcePGmSeffNIUFxe7/a4d4JFeF6XSy0OdoimZTPEx4/2UqS6bDE3BW6nu67Feb8ULUxDm3TXXXMPee+/N+PHjbYviKvmql6IEiWXLljF//nxmzJhhWxTXCKJOQZTJDfJVLy9Iy0IHzKhRo8wLL7yQVxa6B3qpha4UEmlZ6IApKioyTz75pBk/fnxeWOge6RRNyWRKaaF7LJM1C91DvXpY6LlO2g06YKZNm5YyM+NJce3ANOgu66UNulJIpN2ggyedZ6sNugc6RVMymXpt0D2UyWqD7pFehTXkXlTUPVT9HXfc0e1Y/N/xKajkq16KEmQ++eQT5s6dm/IcY0y3FHSCqFMQZXKDfNXLTVJa6B4mqxa6h0ktdKWQ6NVC9zBZs9B9SMlkSmqh+5CsWOgep8Ky0BVFURSlUMj13daqkD28/d5goQrZzcgLDFCLnb1/Q3inl6IEEb93aozi9e5cQazbq2wL4AE1Qbp3EAvdCQcBQy3d+ymPrvsGcAqyj6/ftAOvWbivotjgc2Al3myr2RsDgPc8uvabwNfAKo+un4wyZLowEYuAdcBa/8QBpB5tQYb7veBB4Hj8f4bqOu+tKIqiKIqiKIqiKErg+H9IzWZzp5XIqAAAAABJRU5ErkJggg==)](http://en.wikipedia.org/wiki/File:Red-black_tree_example.svg)

[![http://bits.wikimedia.org/static-1.23wmf10/skins/common/images/magnify-clip.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALCAAAAACFLIiAAAAAAnRSTlMA/1uRIrUAAAACYktHRAD/h4/MvwAAAAlwSFlzAAAK8AAACvABQqw0mAAAAAd0SU1FB9UEAhIREfdlPYsAAABPSURBVAjXY/j///+5vXDwjAHIr26ZAgXZe8H8a/+hoIcw/9nevdVL9+79DuPvzQYZFPUezu8BMZLXgkExnD8HAu6hqv//n+HZVjD4DuUDAKlChD3fj6aPAAAAAElFTkSuQmCC)](http://en.wikipedia.org/wiki/File:Red-black_tree_example.svg)

An example of a red–black tree

In addition to the requirements imposed on a [binary search tree](http://en.wikipedia.org/wiki/Binary_search_tree) the following must be satisfied by a red–black tree:[[5]](http://en.wikipedia.org/wiki/Red%E2%80%93black_tree#cite_note-5)

1. A node is either red or black.
2. The root is black. (This rule is sometimes omitted. Since the root can always be changed from red to black, but not necessarily vice-versa, this rule has little effect on analysis.)
3. All leaves (NIL) are black. (All leaves are same color as the root.)
4. Every red node must have two black child nodes.
5. Every [path](http://en.wikipedia.org/wiki/Path_(graph_theory)) from a given node to any of its descendant leaves contains the same number of black nodes.

These constraints enforce a critical property of red–black trees: that the path from the root to the furthest leaf is no more than twice as long as the path from the root to the nearest leaf. The result is that the tree is roughly height-balanced. Since operations such as inserting, deleting, and finding values require worst-case time proportional to the height of the tree, this theoretical upper bound on the height allows red–black trees to be efficient in the worst case, unlike ordinary [binary search trees](http://en.wikipedia.org/wiki/Binary_search_tree).

To see why this is guaranteed, it suffices to consider the effect of properties 4 and 5 together. For a red–black tree T, let B be the number of black nodes in property 5. Let the shortest possible path from the root of T to any leaf consist of B black nodes. Longer possible paths may be constructed by inserting red nodes. However, property 4 makes it impossible to insert more than one consecutive red node. Therefore the longest possible path consists of 2B nodes, alternating black and red.

The shortest possible path has all black nodes, and the longest possible path alternates between red and black nodes. Since all maximal paths have the same number of black nodes, by property 5, this shows that no path is more than twice as long as any other path.

## Operations[[edit](http://en.wikipedia.org/w/index.php?title=Red%E2%80%93black_tree&action=edit&section=6)]

Read-only operations on a red–black tree require no modification from those used for [binary search trees](http://en.wikipedia.org/wiki/Binary_search_tree), because every red–black tree is a special case of a simple binary search tree. However, the immediate result of an insertion or removal may violate the properties of a red–black tree. Restoring the red–black properties requires a small number ([O](http://en.wikipedia.org/wiki/Big-O_notation)(log *n*) or [amortized O(1)](http://en.wikipedia.org/wiki/Amortized_analysis)) of color changes (which are very quick in practice) and no more than three [tree rotations](http://en.wikipedia.org/wiki/Tree_rotation) (two for insertion). Although insert and delete operations are complicated, their times remain O(log *n*).

### Insertion[[edit](http://en.wikipedia.org/w/index.php?title=Red%E2%80%93black_tree&action=edit&section=7)]

Insertion begins by adding the node as any [binary search tree insertion](http://en.wikipedia.org/wiki/Binary_search_tree#Insertion) does and by coloring it red. Whereas in the binary search tree, we always add a leaf, in the red–black tree leaves contain no information, so instead we add a red interior node, with two black leaves, in place of an existing black leaf.

What happens next depends on the color of other nearby nodes. The term *uncle node* will be used to refer to the sibling of a node's parent, as in human family trees. Note that:

* property 3 (all leaves are black) always holds.
* property 4 (both children of every red node are black) is threatened only by adding a red node, repainting a black node red, or a rotation.
* property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is threatened only by adding a black node, repainting a red node black (or vice versa), or a rotation.

*Note*: The label **N** will be used to denote the current node (colored red). At the beginning, this is the new node being inserted, but the entire procedure may also be applied recursively to other nodes (see case 3). **P** will denote **N'**s parent node, **G** will denote **N'**s grandparent, and **U** will denote **N'**s uncle. Note that in between some cases, the roles and labels of the nodes are exchanged, but in each case, every label continues to represent the same node it represented at the beginning of the case. Any color shown in the diagram is either assumed in its case or implied by those assumptions. A numbered triangle represents a subtree of unspecified depth. A black circle atop the triangle designates a black root node, otherwise the root node's color is unspecified.

Each case will be demonstrated with example [C](http://en.wikipedia.org/wiki/C_(programming_language)) code. The uncle and grandparent nodes can be found by these functions:

struct node \*grandparent(struct node \*n)

{

if ((n != NULL) && (n->parent != NULL))

return n->parent->parent;

else

return NULL;

}

struct node \*uncle(struct node \*n)

{

struct node \*g = grandparent(n);

if (g == NULL)

return NULL; // No grandparent means no uncle

if (n->parent == g->left)

return g->right;

else

return g->left;

}

**Case 1:** The current node **N** is at the root of the tree. In this case, it is repainted black to satisfy property 2 (the root is black). Since this adds one black node to every path at once, property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is not violated.

void insert\_case1(struct node \*n)

{

if (n->parent == NULL)

n->color = BLACK;

else

insert\_case2(n);

}

**Case 2:** The current node's parent **P** is black, so property 4 (both children of every red node are black) is not invalidated. In this case, the tree is still valid. Property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is not threatened, because the current node **N** has two black leaf children, but because **N** is red, the paths through each of its children have the same number of black nodes as the path through the leaf it replaced, which was black, and so this property remains satisfied.

void insert\_case2(struct node \*n)

{

if (n->parent->color == BLACK)

return; */\* Tree is still valid \*/*

else

insert\_case3(n);

}

*Note:* In the following cases it can be assumed that **N** has a grandparent node **G**, because its parent **P** is red, and if it were the root, it would be black. Thus, **N** also has an uncle node **U**, although it may be a leaf in cases 4 and 5.

|  |
| --- |
| [Diagram of case 3](http://en.wikipedia.org/wiki/File:Red-black_tree_insert_case_3.png)  **Case 3:** If both the parent **P** and the uncle **U** are red, then both of them can be repainted black and the grandparent **G** becomes red (to maintain property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes)). Now, the current red node **N**has a black parent. Since any path through the parent or uncle must pass through the grandparent, the number of black nodes on these paths has not changed. However, the grandparent **G** may now violate properties 2 (The root is black) or 4 (Both children of every red node are black) (property 4 possibly being violated since **G** may have a red parent). To fix this, the entire procedure is recursively performed on **G**from case 1. Note that this is a tail-recursive call, so it could be rewritten as a loop; since this is the only loop, and any rotations occur after this loop, this proves that a constant number of rotations occur. |

void insert\_case3(struct node \*n)

{

struct node \*u = uncle(n), \*g;

if ((u != NULL) && (u->color == RED)) {

n->parent->color = BLACK;

u->color = BLACK;

g = grandparent(n);

g->color = RED;

insert\_case1(g);

} else {

insert\_case4(n);

}

}

*Note:* In the remaining cases, it is assumed that the parent node **P** is the left child of its parent. If it is the right child, *left* and *right* should be reversed throughout cases 4 and 5. The code samples take care of this.

|  |
| --- |
| [Diagram of case 4](http://en.wikipedia.org/wiki/File:Red-black_tree_insert_case_4.png)  **Case 4:** The parent **P** is red but the uncle **U** is black; also, the current node **N** is the right child of **P**, and **P** in turn is the left child of its parent**G**. In this case, a [left rotation](http://en.wikipedia.org/wiki/Tree_rotation) on **P** that switches the roles of the current node **N** and its parent **P** can be performed; then, the former parent node **P** is dealt with using case 5 (relabeling **N** and **P**) because property 4 (both children of every red node are black) is still violated. The rotation causes some paths (those in the sub-tree labelled "1") to pass through the node **N** where they did not before. It also causes some paths (those in the sub-tree labelled "3") not to pass through the node **P** where they did before. However, both of these nodes are red, so property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is not violated by the rotation. After this case has been completed, property 4 (both children of every red node are black) is still violated, but now we can resolve this by continuing to case 5. |

void insert\_case4(struct node \*n)

{

struct node \*g = grandparent(n);

if ((n == n->parent->right) && (n->parent == g->left)) {

rotate\_left(n->parent);

*/\**

*\* rotate\_left can be the below because of already having \*g = grandparent(n)*

*\**

*\* struct node \*saved\_p=g->left, \*saved\_left\_n=n->left;*

*\* g->left=n;*

*\* n->left=saved\_p;*

*\* saved\_p->right=saved\_left\_n;*

*\**

*\* and modify the parent's nodes properly*

*\*/*

n = n->left;

} else if ((n == n->parent->left) && (n->parent == g->right)) {

rotate\_right(n->parent);

*/\**

*\* rotate\_right can be the below to take advantage of already having \*g = grandparent(n)*

*\**

*\* struct node \*saved\_p=g->right, \*saved\_right\_n=n->right;*

*\* g->right=n;*

*\* n->right=saved\_p;*

*\* saved\_p->left=saved\_right\_n;*

*\**

*\*/*

n = n->right;

}

insert\_case5(n);

}

|  |
| --- |
| [Diagram of case 5](http://en.wikipedia.org/wiki/File:Red-black_tree_insert_case_5.png)  **Case 5:** The parent **P** is red but the uncle **U** is black, the current node **N** is the left child of **P**, and **P** is the left child of its parent **G**. In this case, a [right rotation](http://en.wikipedia.org/wiki/Tree_rotation) on **G** is performed; the result is a tree where the former parent **P** is now the parent of both the current node **N** and the former grandparent **G**. **G** is known to be black, since its former child **P** could not have been red otherwise (without violating property 4). Then, the colors of **P** and **G** are switched, and the resulting tree satisfies property 4 (both children of every red node are black). Property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) also remains satisfied, since all paths that went through any of these three nodes went through **G** before, and now they all go through **P**. In each case, this is the only black node of the three. |

void insert\_case5(struct node \*n)

{

struct node \*g = grandparent(n);

n->parent->color = BLACK;

g->color = RED;

if (n == n->parent->left)

rotate\_right(g);

else

rotate\_left(g);

}

Note that inserting is actually [in-place](http://en.wikipedia.org/wiki/In-place_algorithm), since all the calls above use [tail recursion](http://en.wikipedia.org/wiki/Tail_recursion).

### Removal[[edit](http://en.wikipedia.org/w/index.php?title=Red%E2%80%93black_tree&action=edit&section=8)]

In a regular binary search tree when deleting a node with two non-leaf children, we find either the maximum element in its left subtree (which is the in-order predecessor) or the minimum element in its right subtree (which is the in-order successor) and move its value into the node being deleted (as shown [here](http://en.wikipedia.org/wiki/Binary_search_tree#Deletion)). We then delete the node we copied the value from, which must have fewer than two non-leaf children. (Non-leaf children, rather than all children, are specified here because unlike normal binary search trees, red–black trees can have leaf nodes anywhere, so that all nodes are either internal nodes with two children or leaf nodes with, by definition, zero children. In effect, internal nodes having two leaf children in a red–black tree are like the leaf nodes in a regular binary search tree.) Because merely copying a value does not violate any red–black properties, this reduces to the problem of deleting a node with at most one non-leaf child. Once we have solved that problem, the solution applies equally to the case where the node we originally want to delete has at most one non-leaf child as to the case just considered where it has two non-leaf children.

Therefore, for the remainder of this discussion we address the deletion of a node with at most one non-leaf child. We use the label **M** to denote the node to be deleted; **C** will denote a selected child of **M**, which we will also call "its child". If **M** does have a non-leaf child, call that its child, **C**; otherwise, choose either leaf as its child, **C**.

If **M** is a red node, we simply replace it with its child **C**, which must be black by property 4. (This can only occur when **M** has two leaf children, because if the red node **M** had a black non-leaf child on one side but just a leaf child on the other side, then the count of black nodes on both sides would be different, thus the tree would violate property 5.) All paths through the deleted node will simply pass through one fewer red node, and both the deleted node's parent and child must be black, so property 3 (all leaves are black) and property 4 (both children of every red node are black) still hold.

Another simple case is when **M** is black and **C** is red. Simply removing a black node could break Properties 4 (“Both children of every red node are black”) and 5 (“All paths from any given node to its leaf nodes contain the same number of black nodes”), but if we repaint **C** black, both of these properties are preserved.

The complex case is when both **M** and **C** are black. (This can only occur when deleting a black node which has two leaf children, because if the black node **M** had a black non-leaf child on one side but just a leaf child on the other side, then the count of black nodes on both sides would be different, thus the tree would have been an invalid red–black tree by violation of property 5.) We begin by replacing **M** with its child **C**. We will call (or *label*—that is, *relabel*) this child (in its new position) **N**, and its sibling (its new parent's other child) **S**. (**S** was previously the sibling of **M**.) In the diagrams below, we will also use **P** for **N'**s new parent (**M'**s old parent), **SL** for **S'**s left child, and **SR** for **S'**s right child (**S** cannot be a leaf because if **M** and **C** were black, then **P'**s one subtree which included **M** counted two black-height and thus **P'**s other subtree which includes **S** must also count two black-height, which cannot be the case if **S** is a leaf node).

*Note*: In between some cases, we exchange the roles and labels of the nodes, but in each case, every label continues to represent the same node it represented at the beginning of the case. Any color shown in the diagram is either assumed in its case or implied by those assumptions. White represents an unknown color (either red or black).

We will find the sibling using this function:

struct node \*sibling(struct node \*n)

{

if (n == n->parent->left)

return n->parent->right;

else

return n->parent->left;

}

*Note*: In order that the tree remains well-defined, we need that every null leaf remains a leaf after all transformations (that it will not have any children). If the node we are deleting has a non-leaf (non-null) child **N**, it is easy to see that the property is satisfied. If, on the other hand, **N** would be a null leaf, it can be verified from the diagrams (or code) for all the cases that the property is satisfied as well.

We can perform the steps outlined above with the following code, where the function replace\_node substitutes child into n's place in the tree. For convenience, code in this section will assume that null leaves are represented by actual node objects rather than NULL (the code in the *Insertion* section works with either representation).

void delete\_one\_child(struct node \*n)

{

*/\**

*\* Precondition: n has at most one non-null child.*

*\*/*

struct node \*child = is\_leaf(n->right) ? n->left : n->right;

replace\_node(n, child);

if (n->color == BLACK) {

if (child->color == RED)

child->color = BLACK;

else

delete\_case1(child);

}

free(n);

}

*Note*: If **N** is a null leaf and we do not want to represent null leaves as actual node objects, we can modify the algorithm by first calling delete\_case1() on its parent (the node that we delete, nin the code above) and deleting it afterwards. We can do this because the parent is black, so it behaves in the same way as a null leaf (and is sometimes called a 'phantom' leaf). And we can safely delete it at the end as n will remain a leaf after all operations, as shown above.

If both **N** and its original parent are black, then deleting this original parent causes paths which proceed through **N** to have one fewer black node than paths that do not. As this violates property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes), the tree must be rebalanced. There are several cases to consider:

**Case 1:** **N** is the new root. In this case, we are done. We removed one black node from every path, and the new root is black, so the properties are preserved.

void delete\_case1(struct node \*n)

{

if (n->parent != NULL)

delete\_case2(n);

}

*Note*: In cases 2, 5, and 6, we assume **N** is the left child of its parent **P**. If it is the right child, *left* and *right* should be reversed throughout these three cases. Again, the code examples take both cases into account.

|  |
| --- |
| [Diagram of case 2](http://en.wikipedia.org/wiki/File:Red-black_tree_delete_case_2.png)  **Case 2:** **S** is red. In this case we reverse the colors of **P** and **S**, and then [rotate](http://en.wikipedia.org/wiki/Tree_rotation) left at **P**, turning **S** into **N'**s grandparent. Note that **P** has to be black as it had a red child. Although all paths still have the same number of black nodes, now **N** has a black sibling and a red parent, so we can proceed to step 4, 5, or 6. (Its new sibling is black because it was once the child of the red **S**.) In later cases, we will relabel **N'**s new sibling as **S**. |

void delete\_case2(struct node \*n)

{

struct node \*s = sibling(n);

if (s->color == RED) {

n->parent->color = RED;

s->color = BLACK;

if (n == n->parent->left)

rotate\_left(n->parent);

else

rotate\_right(n->parent);

}

delete\_case3(n);

}

|  |
| --- |
| [Diagram of case 3](http://en.wikipedia.org/wiki/File:Red-black_tree_delete_case_3.png)  **Case 3:** **P**, **S**, and **S'**s children are black. In this case, we simply repaint **S** red. The result is that all paths passing through **S**, which are precisely those paths *not* passing through **N**, have one less black node. Because deleting **N'**s original parent made all paths passing through **N** have one less black node, this evens things up. However, all paths through **P** now have one fewer black node than paths that do not pass through **P**, so property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is still violated. To correct this, we perform the rebalancing procedure on **P**, starting at case 1. |

void delete\_case3(struct node \*n)

{

struct node \*s = sibling(n);

if ((n->parent->color == BLACK) &&

(s->color == BLACK) &&

(s->left->color == BLACK) &&

(s->right->color == BLACK)) {

s->color = RED;

delete\_case1(n->parent);

} else

delete\_case4(n);

}

|  |
| --- |
| [Diagram of case 4](http://en.wikipedia.org/wiki/File:Red-black_tree_delete_case_4.png)  **Case 4:** **S** and **S'**s children are black, but **P** is red. In this case, we simply exchange the colors of **S** and **P**. This does not affect the number of black nodes on paths going through **S**, but it does add one to the number of black nodes on paths going through **N**, making up for the deleted black node on those paths. |

void delete\_case4(struct node \*n)

{

struct node \*s = sibling(n);

if ((n->parent->color == RED) &&

(s->color == BLACK) &&

(s->left->color == BLACK) &&

(s->right->color == BLACK)) {

s->color = RED;

n->parent->color = BLACK;

} else

delete\_case5(n);

}

|  |
| --- |
| [Diagram of case 5](http://en.wikipedia.org/wiki/File:Red-black_tree_delete_case_5.png)  **Case 5:** **S** is black, **S'**s left child is red, **S'**s right child is black, and **N** is the left child of its parent. In this case we rotate right at **S**, so that **S'**s left child becomes **S'**s parent and **N'**s new sibling. We then exchange the colors of **S** and its new parent. All paths still have the same number of black nodes, but now **N** has a black sibling whose right child is red, so we fall into case 6. Neither **N** nor its parent are affected by this transformation. (Again, for case 6, we relabel **N'**s new sibling as **S**.) |

void delete\_case5(struct node \*n)

{

struct node \*s = sibling(n);

if (s->color == BLACK) { */\* this if statement is trivial,*

*due to case 2 (even though case 2 changed the sibling to a sibling's child,*

*the sibling's child can't be red, since no red parent can have a red child). \*/*

*/\* the following statements just force the red to be on the left of the left of the parent,*

*or right of the right, so case six will rotate correctly. \*/*

if ((n == n->parent->left) &&

(s->right->color == BLACK) &&

(s->left->color == RED)) { */\* this last test is trivial too due to cases 2-4. \*/*

s->color = RED;

s->left->color = BLACK;

rotate\_right(s);

} else if ((n == n->parent->right) &&

(s->left->color == BLACK) &&

(s->right->color == RED)) {*/\* this last test is trivial too due to cases 2-4. \*/*

s->color = RED;

s->right->color = BLACK;

rotate\_left(s);

}

}

delete\_case6(n);

}

|  |
| --- |
| [Diagram of case 6](http://en.wikipedia.org/wiki/File:Red-black_tree_delete_case_6.png)  **Case 6:** **S** is black, **S'**s right child is red, and **N** is the left child of its parent **P**. In this case we rotate left at **P**, so that **S** becomes the parent of **P** and **S'**s right child. We then exchange the colors of **P** and **S**, and make **S'**s right child black. The subtree still has the same color at its root, so Properties 4 (Both children of every red node are black) and 5 (All paths from any given node to its leaf nodes contain the same number of black nodes) are not violated. However, **N** now has one additional black ancestor: either **P** has become black, or it was black and**S** was added as a black grandparent. Thus, the paths passing through **N** pass through one additional black node.  Meanwhile, if a path does not go through **N**, then there are two possibilities:   * It goes through **N'**s new sibling. Then, it must go through **S** and **P**, both formerly and currently, as they have only exchanged colors and places. Thus the path contains the same number of black nodes. * It goes through **N'**s new uncle, **S'**s right child. Then, it formerly went through **S**, **S'**s parent, and **S'**s right child (which was red), but now only goes through **S**, which has assumed the color of its former parent, and **S'**s right child, which has changed from red to black (assuming **S'**s color: black). The net effect is that this path goes through the same number of black nodes.   Either way, the number of black nodes on these paths does not change. Thus, we have restored Properties 4 (Both children of every red node are black) and 5 (All paths from any given node to its leaf nodes contain the same number of black nodes). The white node in the diagram can be either red or black, but must refer to the same color both before and after the transformation. |

void delete\_case6(struct node \*n)

{

struct node \*s = sibling(n);

s->color = n->parent->color;

n->parent->color = BLACK;

if (n == n->parent->left) {

s->right->color = BLACK;

rotate\_left(n->parent);

} else {

s->left->color = BLACK;

rotate\_right(n->parent);

}

}

Again, the function calls all use [tail recursion](http://en.wikipedia.org/wiki/Tail_recursion), so the algorithm is [in-place](http://en.wikipedia.org/wiki/In-place_algorithm). In the algorithm above, all cases are chained in order, except in delete case 3 where it can recurse to case 1 back to the parent node: this is the only case where an in-place implementation will effectively loop (after only one rotation in case 3).

Additionally, no tail recursion ever occurs on a child node, so the tail recursion loop can only move from a child back to its successive ancestors. No more than O(log *n*) loops back to case 1 will occur (where *n* is the total number of nodes in the tree before deletion). If a rotation occurs in case 2 (which is the only possibility of rotation within the loop of cases 1–3), then the parent of the node **N** becomes red after the rotation and we will exit the loop. Therefore at most one rotation will occur within this loop. Since no more than two additional rotations will occur after exiting the loop, at most three rotations occur in total.

**Red-black trees** are an evolution of binary search trees that aim to keep the tree balanced without affecting the complexity of the primitive operations. This is done by coloring each node in the tree with either red or black and preserving a set of properties that guarantee that the deepest path in the tree is not longer than twice the shortest one.

A red-black tree is a binary search tree with the following properties:

1. Every node is colored with either red or black.
2. All leaf (nil) nodes are colored with black; if a node’s child is missing then we will assume that it has a nil child in that place and this nil child is always colored black.
3. Both children of a red node must be black nodes.
4. Every path from a node n to a descendent leaf has the same number of black nodes (not counting node n). We call this number the **black height** of n, which is denoted by bh(n).

**Rotations**

How does inserting or deleting nodes affect a red-black tree? To ensure that its color scheme and properties don't get thrown off, red-black trees employ a key operation known as **rotation**. Rotation is a binary operation, between a parent node and one of its children, that swaps nodes and modifys their pointers while preserving the inorder traversal of the tree (so that elements are still sorted).

There are two types of rotations: left rotation and right rotation. Left rotation swaps the parent node with its right child, while right rotation swaps the parent node with its left child. Here are the steps involved in for left rotation (for right rotations just change "left" to "right" below):

* Assume node x is the parent and node y is a non-leaf right child.
* Let y be the parent and x be its left child.
* Let y’s left child be x’s right child.
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**Operations on red-black tree (insertion, deletion and retrieval)**

Red-black tree operations are a modified version of BST operations, with the modifications aiming to preserve the properties of red-black trees while keeping the operations complexity a function of tree height.

**Red-black tree insertion:**  
Inserting a node in a red-black tree is a two step process:

1. A BST insertion, which takes O(log n) as shown before.
2. Fixing any violations to red-black tree properties that may occur after applying step 1. This step is O(log n) also, as we start by fixing the newly inserted node, continuing up along the path to the root node and fixing nodes along that path. Fixing a node is done in constant time and involves re-coloring some nodes and doing rotations.

Accordingly the total running time of the insertion process is O(log n).

**Red-black tree deletion:**  
The same concept behind red-black tree insertions applies here. Removing a node from a red-black tree makes use of the BST deletion procedure and then restores the red-black tree properties in O(log n). The total running time for the deletion process takes O(log n) time, then, which meets the complexity requirements for the primitive operations.

**Red-black tree retrieval:**  
Retrieving a node from a red-black tree doesn’t require more than the use of the BST procedure, which takes O(log n) time.

A [red-black tree](http://en.wikipedia.org/wiki/Red-black_tree) is a particular implementation of a [self-balancing binary search tree](http://en.wikipedia.org/wiki/Self-balancing_binary_search_tree), and today it seems to be the most popular choice of implementation.

[Binary search trees](http://en.wikipedia.org/wiki/Binary_search_tree) are used to implement finite maps, where you store a set of keys with associated values. You can also implement sets by only using the keys and not storing any values.

Balancing the tree is needed to guarantee good performance, as otherwise the tree could degenerate into a list, for example if you insert keys which are already sorted.

**Operation Time**

**Search O(log N)**

**Insert O(log N)**

**Delete O(log N)**

**Binary search tree**

In computer science, a binary search tree (BST), sometimes also called an ordered or sorted binary tree, is a node-based binary tree data structure which has the following properties:[1]

The left subtree of a node contains only nodes with keys less than the node's key.

The right subtree of a node contains only nodes with keys greater than the node's key.

The left and right subtree each must also be a binary search tree.

There must be no duplicate nodes.

Generally, the information represented by each node is a record rather than a single data element. However, for sequencing purposes, nodes are compared according to their keys rather than any part of their associated records.

The major advantage of binary search trees over other data structures is that the related sorting algorithms and search algorithms such as in-order traversal can be very efficient.

**Average Worst case**

**Space O(n) O(n)**

**Search O(log n) O(n)**

**Insert O(log n) O(n)**

**Delete O(log n) O(n)**

* A **balanced binary tree** is commonly defined as a binary tree in which the depth of the left and right subtrees of every node differ by 1 or less,[[4]](http://en.wikipedia.org/wiki/Binary_tree#cite_note-4)although in general it is a binary tree where no leaf is much farther away from the root than any other leaf. (Different balancing schemes allow different definitions of "much farther".[[5]](http://en.wikipedia.org/wiki/Binary_tree#cite_note-5)) Binary trees that are balanced according to this definition have a predictable depth (how many nodes are traversed from the root to a leaf, counting the root as node 0 and subsequent nodes as 1, 2, ..., *n*). This depth (also called the height) is equal to the integer part of log2(*n*), where *n* is the number of nodes on the balanced tree. For example, for a balanced tree with only 1 node, log2(1) = 0, so the depth of the tree is 0. For a balanced tree with 100 nodes, log2(100) = 6.64, so it has a depth of 6.

**Searching for a value is in a tree of N nodes is:**

**O(log N) if the tree is “balanced”**

**O(N) if the tree is “unbalanced”**

Properties of Binary Trees

**A binary tree is a full binary tree if and only if:**

**Each non leaf node has exactly two child nodes**

**All leaf nodes have identical path length**

**It is called full since all possible node slots are occupied**

**A height-balanced binary tree is a binary tree such that:**

**The left & right subtrees for any given node differ in height by no more than one**

**Note: Each complete binary tree is a height-balanced binary tree**

**Binary search trees provide O(log N) search times provided that the nodes are**

**distributed in a reasonably “balanced” manner. When a BST becomes badly unbalanced, the search behavior can degenerate to that of a sorted linked list, O(N).**

**AVL tree**

**\*: a binary search tree in which the heights of the left and right**

**subtrees of the root differ by at most 1, and in which the left and**

**right subtrees are themselves AVL trees. How effective is this? The height of an AVL tree with N nodes never exceeds**

**1.44 log N and is typically much closer to log N.**

**Example of Binary Search Tree**

![\begin{figure}
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\end{figure}](data:image/png;base64,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)

**System.arraycopy and Arrays.copyOf**

**System.arraycopy**

**The method signature is given below.**

**public static native void** arraycopy(Object src,

**int** srcPos,  
 Object dest,

**int** destPos,  
 **int** length);

**Parameters**

1. **src** -- This is the source array.
2. **srcPos** -- This is the starting position in the source array.
3. **dest** -- This is the destination array.
4. **destPos** -- This is the starting position in the destination data.
5. **length** -- This is the number of array elements to be copied.

Points to be noted

1. Destination array should not be null, ie **int[] b = null**;
2. It is a native method.

Example

**int**[] a = {1,2,3,4,5,6,7,8,9,10};  
**int**[] b = **new int**[a.**length**];

*System.arraycopy(a,0,b,0,a.length);//copy all elements, 1 2 3 4 5 6 7 8 9 10*

System.*arraycopy*(a,0,b,0,2);*//copy 2 elements , 1 2 0 0 0 0 0 0 0 0*

**Arrays.copyOf**

**The method structure is given below.**

**public static int**[] copyOf(**int**[] original, **int** newLength)

**Parameters**

**Original – pass the actual array.**

**newLength – pass the number of elements to copy**

The source code is given below.

**public static int**[] copyOf(**int**[] original, **int** newLength) {  
 **int**[] copy = **new int**[newLength];  
 System.*arraycopy*(original, 0, copy, 0,  
 Math.*min*(original.**length**, newLength));  
 **return** copy;  
}

Arrays.copyOf always creates a new array and internally uses System.arrayCopy.

An example is given below.

**int**[] a = {1,2,3,4,5,6,7,8,9,10};

**int**[] b = **null**;

b = Arrays.*copyOf*(a, a.**length**); //1 2 3 4 5 6 7 8 9 10

b = Arrays.*copyOf*(a, 3); // 1 2 3 , here the size of the array is 3, not the 10.

**Arrays.copyOfRange()**

**public static int[] copyOfRange(int[] original, int from, int to)**

The source code is given below.

**public static int**[] copyOfRange(**int**[] original, **int** from, **int** to) {  
 **int** newLength = to - from;  
 **if** (newLength < 0)  
 **throw new** IllegalArgumentException(from + **" > "** + to);  
 **int**[] copy = **new int**[newLength];  
 System.*arraycopy*(original, from, copy, 0,  
 Math.*min*(original.**length** - from, newLength));  
 **return** copy;  
}

parameters

**original – Actual array**

**from – starting position , initial index of the array, including**

**to – ending position, final index of the array, excluding**

**Example is given below.**

**int**[] a = {1,2,3,4,5,6,7,8,9,10};

**int**[] b = **null**;

b = Arrays.*copyOfRange*(a, 2,5); // 3 4 5

So here

Starting position - a[2] ie 3

Ending position – a[5] ie 6, but it will copy upto a[4}, as mentioned in the document as excluding.